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## Abstract

This paper introduces an algebro-geometric setting for the space of bifurcation functions involved in the local Hilbert's 16 th problem on a period annulus. Each possible bifurcation function is in one-to-one correspondence with a point in the exceptional divisor $E$ of the canonical blow-up $B_{I} \mathbb{C}^{n}$ of the Bautin ideal $I$. In this setting, the notion of essential perturbation, first proposed by Iliev, is defined via irreducible components of the Nash space of arcs $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$. The example of planar quadratic vector fields in the Kapteyn normal form is further discussed.
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## 1. Introduction

In full generality, this paper deals with bifurcation theory of polynomial planar vector fields $X_{\lambda}$ depending of a set of parameters $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Lambda$. We assume that the "center set" of vector fields $X_{\lambda}$ having a center is an affine algebraic variety defined by an ideal in the ring of polynomials in $\lambda$ (the so called Bautin ideal associated to $X_{\lambda}$ ).

In the history of bifurcation theory, many reductions of bifurcation problems have been made "by hand" and sometimes without the need of full justifications. It turns out that in this context the Nash space of arcs/jets often provides the right setting.

We still remain to a very elementary level for specialists of algebraic geometry, although it seems interesting to propose here a first application of Nash space of arcs to complex/real foliations and bifurcation theory.

## 1•1. Hilbert's 16 th problem on a period annulus

An open period annulus $\Pi$ of polynomial planar vector field $X_{\lambda_{0}}$ is a union of periodic orbits of $X_{\lambda_{0}}$, which is homeomorphic to the standard annulus $S^{1} \times(0,1)$, the image of each periodic orbit being a circle. We consider an unfolding $X_{\lambda}$ of $X_{\lambda_{0}}$ which depends on finitely many parameters $\left\{\lambda=\left(\lambda_{1}, \ldots \lambda_{n}\right) \in \Lambda \subset \mathbb{R}^{n}\right\}$, where $\Lambda$ belongs to a small ball centered at $\lambda_{0}$ in the parameter space $\mathbb{R}^{n}$. The (infinitesimal) 16th Hilbert problem on the period annulus $\Pi$ is to find an uniform bound in $\lambda$, on the number of limit cycles of $X_{\lambda}$, which tend to $\Pi$ as $\lambda$ tends to $\lambda_{0}$. The precise meaning of this is encoded in the notion of cyclicity $\operatorname{Cycl}\left(\Pi, X_{\lambda_{0}}, X_{\lambda}\right)$, which we define below, see $1 \cdot 2$. However, except in some particular cases it is not even known whether such a bound exists, e.g. [5, 18, 21].

The reader can think, as possible examples, to perturbation of a quadratic center by a quadratic planar vector field, which we revisit in Section 4.

Let $\Sigma$ be an open transversal cross-section to $X_{\lambda_{0}}$ on the open set $\Pi, \bar{\Sigma} \subset \Pi$. We further assume that $X_{\lambda_{0}}$ is also transverse at the boundary points of $\bar{\Sigma}$. For $\lambda$ close to $\lambda_{0}, X_{\lambda}$ remains transverse to $\Sigma$ and there is an analytic first return map $\mathcal{P}_{\lambda}: \Sigma \times \Lambda \mapsto \Sigma^{\prime}, \bar{\Sigma} \subset \Sigma^{\prime}$, with $\overline{\Sigma^{\prime}} \subset \Pi$. The limit cycles of $X_{\lambda}$ are in one-to-one correspondence with the fixed points of $\mathcal{P}_{\lambda}$ and hence with the zeros of the displacement function

$$
h \longmapsto F(h, \lambda)=\mathcal{P}_{\lambda}(h)-h
$$

in its domain of definition. The coefficients $F_{k}(\lambda),(k>1)$ of the analytic convergent series (in $h$, coordinate on $\Sigma$ so that $0 \in \Sigma, h(0)=h_{0}$ ):

$$
F(h, \lambda)=\Sigma_{k=1}^{+\infty} F_{k}(\lambda)\left(h-h_{0}\right)^{k},
$$

are analytic also in $\lambda$ in a neighbourhood of $\lambda_{0}$.
The infinitesimal 16th Hilbert problem on the period annulus $\Pi$ asks, alternatively, to find a bound on the number of fixed points of the first return map $h \mapsto \mathcal{P}_{\lambda}(h)$, which is uniform in $\lambda$. In this context $\lambda$ will belong to some sufficiently small neighbourhood of a given $\lambda_{0}$, which belongs to the center set.

The problem which we consider should not be confused with the study of the displacement function on the closed period annulus $\bar{\Pi}$. In particular the study of $F(h, \lambda)$ in a neighbourhood of a polycycle, or a slow-fast manifold is beyond the scope of the paper.

### 1.2. Cyclicity

We follow $[\mathbf{1 6}, \mathbf{2 1}, \mathbf{5 5}]$. As in Section $1 \cdot 1$, consider a family $\left\{X_{\lambda}\right\}_{\lambda \in \Lambda}$ of polynomial planar real vector fields which depend analytically on finitely many parameters

$$
\left\{\lambda=\left(\lambda_{1}, \ldots \lambda_{n}\right) \in \Lambda \subset\left(\mathbb{R}^{n}, 0\right)\right\}
$$

and let $\Pi \subset \mathbb{R}^{2}$ be an open period annulus of $X_{\lambda_{0}}$. For an arbitrary compact set $K \subset \Pi$ we define its cyclicity $\operatorname{Cycl}\left(K, X_{\lambda_{0}}, X_{\lambda}\right)$ as the maximal number of limit cycles of the vector


Fig. 1. Period annuli.
field $X_{\lambda}$, which tend to $K$ as $\lambda$ tends to $\lambda_{0}$. This allows to define the cyclicity of the open period annulus $\Pi$ as

$$
\operatorname{Cycl}\left(\Pi, X_{\lambda_{0}}, X_{\lambda}\right)=\sup _{K \subset \Pi}\left\{\operatorname{Cycl}\left(K, X_{\lambda_{0}}, X_{\lambda}\right): K \text { is a compact }\right\}
$$

[16, definition 3].
The conjectural finiteness of the cyclicity of period annuli (closed or open) of polynomial vector fields is a largely open problem, inspired by the second part of the 16th Hilbert problem, see [55, Roussarie, section 2.2]. Throughout this paper we assume that

$$
\operatorname{Cycl}\left(\Pi, X_{\lambda_{0}}, X_{\lambda}\right)<\infty
$$

### 1.3. One-parameter unfoldings which maximise the cyclicity

Given an analytic family of vector fields $\left\{X_{\lambda}\right\}_{\lambda \in \Lambda}$ we may consider germ of analytic arcs

$$
\begin{equation*}
\varepsilon \mapsto \lambda(\varepsilon), \lambda(0)=\lambda_{0} \tag{1.4}
\end{equation*}
$$

and the induced one-parameter families of vector fields $\left\{X_{\lambda(\varepsilon)}\right\}$. Obviously we have

$$
\operatorname{Cycl}\left(\Pi, X_{\lambda_{0}}, X_{\lambda(\varepsilon)}\right) \leq \operatorname{Cycl}\left(\Pi, X_{\lambda_{0}}, X_{\lambda}\right) .
$$

At a first sight, it is restrictive to study only one-parameter deformations (arcs in the parameter space). The following result shows that if we consider families of one-parameter deformations (families of arcs in the parameter space), then the two approaches give the same answer

THEOREM $1([\mathbf{1 6}, \mathbf{5 6}])$. Under the finiteness condition (1•3), there exists an analytic arc (1.4) such that the equality holds

$$
\operatorname{Cycl}\left(\Pi, X_{\lambda_{0}}, X_{\lambda(\varepsilon)}\right)=\operatorname{Cycl}\left(\Pi, X_{\lambda_{0}}, X_{\lambda}\right)
$$

The proof relies on two ingredients, the principalisation of the ideal of the center set by blowup (see Section 2-1) and a global version of the Weierstrass preparation theorem, applied to the displacement map $F$. This shows that the complement to the bifurcation set of limit cycles (isolated zeros) is a sub-analytic subset of $\Lambda$. Applying the "curve selection lemma" we obtain the analytic arc in question.

The main question addressed in our article is about how to construct all one-parameter deformations, or arcs in the parameter space. As far, as we are interested in cyclicity, it is clear that most of the one-parameter deformations are redundant. To avoid redundancy, we shall consider only "essential" deformations, and moreover we shall organise them in
algebraic families of one-parameter deformations. The key observation is that to parametrize these families of arcs, we should use the associated bifurcation functions.

### 1.4. The bifurcation function of a one-parameter unfolding

Consider an one-parameter analytic unfolding $X_{\varepsilon}$ of the vector field with a center $X_{0}$, that is to say a perturbation of $X_{0}$. The displacement function associated to $X_{\varepsilon}$ can be developed in a power series in $\varepsilon$

$$
F(h, \varepsilon)=\Sigma_{i=k}^{\infty} M_{i}(h) \varepsilon^{i}, M_{k} \neq 0 .
$$

The leading term $M_{k}$ is called the bifurcation function, or $k$-th order Melnikov function, associated to the unfolding $X_{\varepsilon}[\mathbf{1 2}, \mathbf{2 7}, \mathbf{6 1}]$. Let $\Sigma$ be now a global cross-section of the period annulus $\Pi$ of $X_{0}$. The displacement function $F(h, \varepsilon)$ is defined on an open, relatively compact subset of $\Sigma$, depending on $\varepsilon$. An important feature of $M_{k}$ is that, in contrast to $F(., \varepsilon)$, it can be defined on the whole open interval $\Sigma$ and it is analytic on it [17].

Possible bifurcations of limit cycles from the ovals of $X_{0}$ correspond to zeros of the displacement function, and hence to zeros of the bifurcation function $M_{k}$ on $\Sigma$. Thus, if $M_{k}$ is associated to an one-parameter unfolding, maximizing cyclicity of $\Pi$ with respect to $X_{\lambda}$, then the zeros of $M_{k}$ on $\Sigma$ provide an upper bound to this cyclicity $\operatorname{Cycl}\left(\Pi, X_{\lambda_{0}}, X_{\lambda}\right)$. To solve the infinitesimal 16 th Hilbert problem on the open period annulus $\Pi$, amounts to study zeros of all bifurcation functions associated to arcs (1.4).

### 1.5. One-parameter perturbations as arcs on singular varieties

Given a perturbation $X_{\varepsilon}$ we associate a bifurcation function. To avoid redundancy, we parameterise perturbations $X_{\varepsilon}$ by bifurcations functions, and ask for families of perturbations $X_{\varepsilon}$, which produce all possible bifurcation functions. Such remarkable families of perturbations (if they exist!) were called "essential" by Iliev, and studied in detail in the quadratic case [27]. Our approach fits into the Nash theory of arcs on singular varieties. A perturbation $X_{\varepsilon}$ becomes an arc on the blow up of the Bautin ideal, related to the period annulus $\Pi$. The bifurcation functions are identified to the exceptional divisor of the blow up. The Iliev essential perturbations turn out to be special irreducible components of the associate Nash space of arcs.

### 1.6. Plan of the paper

The paper has three parts.
In Section 2 we describe some algebro-geometric background, needed to study the blow up of an ideal via the Nash theory of arcs.

In Section 3 we develop a dictionary between Section 2 (Nash space of arcs) and the problem, announced in the title of the paper : arcs are identified to one-parameter vector fields $X_{\varepsilon}$ (perturbations), bifurcations functions are identified to points on an exceptional divisor of blowup. As a byproduct we obtain finiteness results on the order of the bifurcation (or Melnikov) functions, as well a geometric description of the Iliev essential perturbations.

In Section 4 we illustrate our approach on the family of plane quadratic vector fields in the so called Kapteyn normal form. It tuns out that there are only five irreducible components of the Nash space, corresponding to essential perturbations.

## 2•1. Blow-up of an ideal

Let $I=\left(v_{1}, \ldots, v_{N}\right) \subset \mathbb{C}[\lambda], \lambda=\left(\lambda_{1}, \ldots \lambda_{n}\right) \in \mathbb{C}^{n}$, be an ideal with zero set

$$
Z(I)=\left\{\lambda \in \mathbb{C}^{n}: v_{1}(\lambda)=v_{2}(\lambda)=\cdots=v_{N}(\lambda)=0\right\}
$$

The blowup $B_{I} \mathbb{C}^{n} \subset \mathbb{C}^{n} \times \mathbb{P}^{N-1}$ of $\mathbb{C}^{n}$ with center $I$ is the Zarisky closure of the graph of the map

$$
\mathbb{C}^{n} \backslash Z \longrightarrow \mathbb{P}^{N-1}, \lambda \longmapsto\left[v_{1}(\lambda): \cdots: v_{N}(\lambda)\right]
$$

with projection on the first factor $\pi: B_{I} \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$. Here $\left[v_{1}(\lambda): \cdots: v_{N}(\lambda)\right]$ is the projectivisation of the vector $\left(v_{1}(\lambda), \ldots, v_{N}(\lambda)\right)$.

We say that $\pi$ is the blow up map of $\mathbb{C}^{n}$ with center at $I$, and $E=\pi^{-1}(Z)$ is the exceptional locus. Here $Z$ and $E$ are algebraic varieties, which are not necessarily smooth manifolds. For every $\lambda \in Z$ we denote by $E_{\lambda}=\pi^{-1}(\lambda)$ the fibre of $E$ over $\lambda$. The fibre $E_{\lambda} \subset \mathbb{P}^{N-1}$ is a projective variety.

The above construction is in fact local, and moreover depends only on the ideal $I$, not on the choice of generators $\left(v_{1}, \ldots, v_{N}\right)$, see [24, chapter II, 7]. Therefore, we may replace the ideal $I$ by the ideal sheaf $\mathcal{I}$ generated by $I$ in the sheaf of rings of convergent power series $\mathcal{O}_{\mathbb{C}^{n}}$. The blowup of the ideal sheaf $\mathcal{I}$ leads in a neighbourhood of a given point $\lambda \in Z(\mathcal{I})$ to a variety isomorphic to $B_{I} \mathbb{C}^{n}$ in a neighbourhood of $\pi^{-1}(\lambda)$. The main property of the blowup is the fact, that the restriction of the ideal sheaf $\mathcal{I}$ on it is principal. To be more precise, define the inverse image ideal sheaf $\tilde{\mathcal{I}}$ of $\mathcal{I}$ by

$$
\tilde{\mathcal{I}}=\pi^{-1}(\mathcal{I}) \cdot \mathcal{O}_{B_{I} \mathbb{C}^{n}}
$$

which is roughly speaking the pre-image of $\mathcal{I}$ on the surface $B_{I} \mathbb{C}^{n}$. Then
Proposition 2. The inverse image ideal sheaf $\tilde{\mathcal{I}}$ on the blowup $B_{I} \mathbb{C}^{n}$ is a principal ideal sheaf.

The proof is essentially tautological [24, II, proposition 7•13(a)]. A hint to the proof is provided by the next two basic examples.

Example 1. If $I=\left(\lambda_{1}, \lambda_{2}\right)$ then the blowup $B_{I} \mathbb{C}^{2}$ is a smooth surface covered by two charts

$$
U_{1}=\left\{\left(\lambda_{1}, \lambda_{2}, v\right) \in \mathbb{C}^{3}: \lambda_{1}=v \lambda_{2}\right\}, U_{2}=\left\{\left(\lambda_{1}, \lambda_{2}, \mu\right) \in \mathbb{C}^{3}: \lambda_{2}=\mu \lambda_{1}\right\}
$$

identified by the relation $\nu \mu=1$. The inverse image ideal sheaf of the ideal sheaf $\mathcal{I}$ on the surface $B_{I} \mathbb{C}^{2}=U_{1} \cup U_{2}$ is principal. More precisely, on the chart $U_{1}$ we have $\left(\lambda_{1}, \lambda_{2}\right)=\left(\lambda_{2}\right)$ (because $\lambda_{1}=\nu \lambda_{2}$ ) and on the chart $U_{2}$ we have $\left(\lambda_{1}, \lambda_{2}\right)=\left(\lambda_{1}\right)$ (because $\left.\lambda_{2}=\mu \lambda_{1}\right)$.

Example 2. For the ideal $I=\left(\lambda_{1}, \lambda_{2}^{k+1}\right), k \geq 1$, the blowup $B_{I} \mathbb{C}^{2}$ is a surface, covered by two charts

$$
U_{1}=\left\{\left(\lambda_{1}, \lambda_{2}, \nu\right) \in \mathbb{C}^{3}: \lambda_{1}=\nu \lambda_{2}^{k+1}\right\}, U_{2}=\left\{\left(\lambda_{1}, \lambda_{2}, \mu\right) \in \mathbb{C}^{3}: \lambda_{2}^{k+1}=\mu \lambda_{1}\right\}
$$

identified by the relation $\nu \mu=1$. The inverse image ideal sheaf $\left(\lambda_{1}, \lambda_{2}^{k+1}\right)$ is principal on $B_{I} \mathbb{C}^{2}$. More precisely, on $U_{1}$ it is generated by $\lambda_{2}^{k+1}$ and on $U_{2}$ it is generated by $\lambda_{1}$. The fibre $E=E_{0}$ is $\mathbb{P}^{1}$ but in contrast to the case $k=0$, the surface $B_{I} \mathbb{C}^{2} \subset \mathbb{C}^{2} \times \mathbb{P}^{1}$ is singular
at a single point $\lambda_{1}=\lambda_{2}=\mu=0$ : we get the singularity of type $A_{k}$

$$
\left\{\left(\lambda_{1}, \lambda_{2}, \nu\right) \in \mathbb{C}^{3}: \lambda_{1} \mu=\lambda_{2}^{k+1}\right\}
$$

which is the basic example in which the Nash space of arcs is easily computed, see [52, p.36] or [38, example 9].

We resume the analytic counterpart of the above claims as follows. Let $\mathcal{I}_{\lambda_{0}}$ be the germ of ideal defined by $I$ at the point $\lambda_{0} \in Z$, and $u_{1}^{\prime}, u_{2}^{\prime}, \ldots, u_{k^{\prime}}^{\prime} \in \mathcal{I}_{\lambda_{0}}$ be a set of germs of analytic functions, which generate $\mathcal{I}_{\lambda_{0}}$. We may repeat the above construction to the graph of the map

$$
\begin{aligned}
& U \longrightarrow \mathbb{P}^{k^{\prime}-1} \\
& \lambda \longmapsto\left[u_{1}^{\prime}(\lambda): u_{2}^{\prime}(\lambda): \cdots: u_{k}^{\prime}(\lambda)\right],
\end{aligned}
$$

where $U$ is a suitable neighbourhood of $\lambda_{0}$, by taking its closure $X^{\prime} \subset U \times P^{k^{\prime}-1}$ in complex topology. Similarly, if $u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, \ldots, u_{k^{\prime \prime}}^{\prime \prime}$ is another set of generators of $\mathcal{I}_{\lambda_{0}}$, then we may construct the blowup $X^{\prime \prime} \subset U \times P^{k^{\prime \prime}-1}$, provided that $U$ is a suitable neighbourhood of $\lambda_{0}$.

Proposition 3. The blowups $X^{\prime}$ and $X^{\prime \prime}$ are analytic sets and there is an analytic isomorphism $f: X^{\prime} \rightarrow X^{\prime \prime}$ such that:
(i) $f$ commutes with the projection maps

$$
\pi^{\prime}: X^{\prime} \longrightarrow U, \pi^{\prime \prime}: X^{\prime \prime} \rightarrow U, \pi^{\prime}=\pi^{\prime \prime} \circ f:
$$

(ii) $f$ induces a linear isomorphism between the fibres

$$
\left(\pi^{\prime}\right)^{-1}\left(\lambda_{0}\right) \subset \mathbb{P}^{k^{\prime}} \text { and }\left(\pi^{\prime \prime}\right)^{-1}\left(\lambda_{0}\right) \subset \mathbb{P}^{k^{\prime \prime}}
$$

Proof. Let

$$
u^{\prime}=\left(u_{1}^{\prime}, u_{2}^{\prime}, \ldots, u_{k^{\prime}}^{\prime}\right), u^{\prime \prime}=\left(u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, \ldots, u_{k^{\prime \prime}}^{\prime \prime}\right)
$$

be two sets of germs of analytic functions at $\lambda_{0}$ generating $\mathcal{I}_{\lambda_{0}}$. There exist matrices

$$
a^{\prime}=\left(a_{i j}^{\prime}\right), a^{\prime \prime}=\left(a_{k s}^{\prime \prime}\right)
$$

with coefficients in $\mathcal{O}_{\lambda_{0}}$ and such that

$$
\begin{equation*}
u^{\prime \prime}=u^{\prime} a^{\prime}, u^{\prime}=u^{\prime \prime} a^{\prime \prime} \tag{2.4}
\end{equation*}
$$

Let $\lambda=\lambda(\varepsilon)$ be an arc centered at $\lambda_{0}$, and

$$
\begin{equation*}
u^{\prime}(\lambda(\varepsilon))=\varepsilon^{k^{\prime}} p^{\prime}(1+O(\varepsilon)), u^{\prime \prime}(\lambda(\varepsilon))=\varepsilon^{k^{\prime \prime}} p^{\prime \prime}(1+O(\varepsilon)) \tag{2.5}
\end{equation*}
$$

where $p^{\prime}, p^{\prime \prime}$ are non-zero vectors. It follows from (2•4), (2•5) that $k^{\prime}=k^{\prime \prime}$ and

$$
p^{\prime \prime}=a^{\prime}\left(\lambda_{0}\right) p^{\prime}, p^{\prime}=a^{\prime \prime}\left(\lambda_{0}\right) p^{\prime \prime}
$$

### 2.2. The Nash space of arcs

Suggested references to this section are $[\mathbf{3 8}, \mathbf{4 0}, \mathbf{4 1}, \mathbf{5 2}]$. Let $X$ be an algebraic variety (possibly singular). A formal arc $\alpha$ is a parameterised formal curve

$$
\begin{equation*}
\varepsilon \longrightarrow \alpha(\varepsilon) \in X \tag{2.6}
\end{equation*}
$$

The set of $k$-jets of such arcs is an algebraic variety $X_{k}$, and there is a canonical projection $X_{i} \rightarrow X_{j}$ for $i \geq j$. The projective limit $\operatorname{Arc}(X)=\lim _{\longleftarrow} X_{i}$ is therefore a proalgebraic variety, called the Nash space of arcs on $X$.

Let $X_{\text {sing }}$ be the singular locus of $X$, or more generally, any algebraic subset of $X$. A formal arc $\alpha$ centered at $X_{\text {sing }}$ is a parameterised formal curve

$$
\begin{equation*}
\varepsilon \longrightarrow \alpha(\varepsilon) \in X, \quad \alpha(0) \in X_{\text {sing }} \tag{2.7}
\end{equation*}
$$

which meets $X_{\text {sing }}$ at $\varepsilon=0$. The space of all such formal arcs is a proalgebraic variety defined similarly, as a projective limit of $k$-jets of arcs, centered at $X_{\text {sing }}$. It is denoted $\operatorname{Arc}\left(X, X_{\text {sing }}\right)$.

In this section we assume that $X=B_{I} \mathbb{C}^{n}$, and $E=\pi^{-1}(Z(I))$ is the exceptional locus of the blow-up.

A general $\operatorname{arc} \alpha \in \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ is not contained in $E$, so it can be described by its projection on the $\lambda$-plane $\lambda(\varepsilon)=\pi(\alpha(\varepsilon))$ and vice versa. Of course, the topology on the space of arcs $\pi(\alpha(\varepsilon))$ is the one, induced by the topology on the space of arcs on $B_{I} \mathbb{C}^{n}$. The arc

$$
\varepsilon \longrightarrow \lambda(\varepsilon)
$$

is a formal parameterised curve on $\mathbb{C}^{n}$, which meets the zero locus $Z(I)$ at $\varepsilon=0$, and is not contained in $Z(I)$. The exceptional locus $E$ will be in general a complicated singular set, which can be studied by further desingularisation of $B_{I} \mathbb{C}^{n}$. But is it possible to describe the geometry of $E$ without doing this? It turns out that, as suggested by Nash, it is enough to study all arcs passing through a point $P \in E$.

Proposition 4. $P \in E$ if and only if there is an analytic arc

$$
\mathbb{C}, 0 \longrightarrow \mathbb{C}^{n}: \varepsilon \longmapsto \lambda(\varepsilon)
$$

not contained in the zero set $Z=Z(I)$, such that $\lambda(0) \in Z$ and

$$
P=\lim _{\varepsilon \rightarrow 0}\left[v_{1}(\lambda(\varepsilon)): \cdots: v_{N}(\lambda(\varepsilon))\right] .
$$

Proof. Let $P \in E$ and consider a resolution of $B_{I} \mathbb{C}^{n}$ :

$$
R_{I} \mathbb{C}^{n} \xrightarrow{\tilde{\pi}} B_{I} \mathbb{C}^{n} \xrightarrow{\pi} \mathbb{C}^{n}
$$

By this we mean that $R_{I} \mathbb{C}^{n}$ is a smooth variety, and the projection $\tilde{\pi}$ is a bi-rational morphism, which is bijective over the complement $B_{I} \mathbb{C}^{n} \backslash E$. Let $\tilde{P} \in \tilde{\pi}^{-1}(P)$ be some preimage of $P$ on $R_{I} \mathbb{C}^{n}$. As the latter is smooth, then there exists an arc $\tilde{\alpha}: \mathbb{C}, 0 \rightarrow R_{I} \mathbb{C}^{n}$ with $\tilde{\alpha}(0)=\tilde{P}$, not contained in the divisor $\tilde{\pi}^{-1}(E)$. Then the projection of the $\operatorname{arc} \tilde{\alpha}$ on $B_{I} \mathbb{C}^{n}$ is an analytic arc $\alpha$ which meets $E$ at $P$, and the projection $\pi(\alpha(\varepsilon))=\lambda(\varepsilon)$ is an analytic arc on $\mathbb{C}^{n}$ with $\lambda(0)=\pi(\alpha(0)) \in Z$.

The existence of the limit (2.9) is equivalent to the existence of a natural number $k \geq 1$ such that

$$
\left(v_{1}(\lambda(\varepsilon)), \ldots, v_{N}(\lambda(\varepsilon))\right)=\varepsilon^{k}(1+O(\varepsilon)) p
$$

where $p \in \mathbb{C}^{N}$ is a non-zero vector whose projectivisation is the point $P$. The construction of $k$ is local, so we could replace the generators $v_{1}, v_{2}, \ldots, v_{N}$ by their localisations at $\lambda_{0}$ in
$\mathcal{I}_{\lambda_{0}}$. We can even replace $v_{1}, v_{2}, \ldots, v_{N}$ by another set of generators of the localised ideal $\mathcal{I}_{\lambda_{0}}$. It follows from the proof of Proposition 3 that:

Corollary 1. Given an arc $\alpha \in \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E_{\lambda_{0}}\right)$ the number $k$ defined in (2.11) does not depend on the choice of generators of the germ of ideal $\mathcal{I}_{\lambda_{0}}$ defined by I at the point $\lambda_{0}$.

Definition 1 (Iliev numbers). Given an arc $\alpha \in \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$, we call $k=k(\alpha)$ defined in (2.11), the order of $\alpha$ at the center $P=\alpha(0)$. Let $P \in E$ be fixed, and let $k_{P}$ be the minimal order which an arc $\alpha$ centred at $P$, can have

$$
k_{P}=\min _{\alpha(0)=P} k(\alpha) .
$$

For a given fixed $\lambda_{*} \in Z(I)$ define further

$$
k_{*}=\sup _{\pi(P)=\lambda_{*}} k_{P}
$$

and

$$
k_{\max }=\sup _{P \in E} k_{P}=\sup _{\lambda_{*} \in Z} k_{*} .
$$

Such numbers are further called Iliev numbers. The next result says that all these numbers are finite

## Theorem 5.

$$
k_{\max }<\infty .
$$

Proof. Let us suppose that (2.10) is a strong resolution, in the sense that $\tilde{\pi}^{-1}(E)$ is a divisor with simple normal crossing. The inverse image ideal sheaf

$$
\tilde{I}=(\pi \circ \tilde{\pi})^{*} I
$$

is locally principal and locally monomial, and its zero locus is just $\tilde{\pi}^{-1}(E)$. Thus in a neighborhood of each point $\tilde{P} \in \tilde{\pi}^{-1}(E)$ we can find local coordinates $z_{i}$ and natural numbers $c_{i}$, such that the ideal sheaf $\tilde{I}$ is generated by $\Pi_{i} z_{i}^{c_{i}}$. We define the order of vanishing, or order of the locally principal ideal sheaf $\tilde{I}=(\pi \circ \tilde{\pi})^{*} I$ at $\tilde{P}$ to be

$$
\operatorname{ord}_{\tilde{P}} \tilde{I}=\sum_{i} c_{i} .
$$

As $\tilde{\pi}^{-1}(E)$ is a subvariety of $R_{I} \mathbb{C}^{n}$, then it has a finite number of irreducible components, locally defined by $z_{i}^{c_{i}}=0$. It follows that the number

$$
\max -\text { ord }:=\max \left\{\operatorname{ord}_{\tilde{P}} \tilde{I}: \tilde{P} \in \tilde{\pi}^{-1}(E)\right\}
$$

is finite.
Let $P \in E$ and $\tilde{P}$ be a pre-image of $P$ under $\tilde{\pi}$ as in the proof of Proposition 4. Consider an $\operatorname{arc} \tilde{\alpha}$ which coincides with a general straight line through $\tilde{P}$ in local coordinates $z_{i}$. The local principality of $\tilde{I}$ implies that

$$
\begin{equation*}
\left(\tilde{v}_{1}(\tilde{\alpha}(\varepsilon)), \ldots, \tilde{v}_{N}(\tilde{\alpha}(\varepsilon))\right)=\varepsilon^{k}(1+O(\varepsilon)) p \tag{2.14}
\end{equation*}
$$

where $k=\sum_{i} c_{i} \leq$ max-ord, $v_{i} \circ \pi \circ \tilde{\pi}=\tilde{v}$, and $p$ is a non-zero vector. The projection of the $\operatorname{arc} \tilde{\alpha}$ under $\pi \circ \tilde{\pi}$ on $\mathbb{C}^{n}$ gives an analytic $\operatorname{arc} \varepsilon \rightarrow \lambda(\varepsilon)$, such that

$$
\left(v_{1}(\lambda(\varepsilon)), \ldots, v_{N}(\lambda(\varepsilon))\right)=\varepsilon^{k}(1+O(\varepsilon)) p
$$

(with the same $k$ as in (2•11)) and $P$ is the projectivisation of $p$. The number max-ord is therefore an upper bound for the number $k_{P}$. As max-ord does not depend on $P$, then the finiteness of the Iliev numbers is proved.

Definition 2. We define $\mathcal{M}_{k} \subset \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ to be the set of arcs of order at most $k$, that is to say

$$
\left(v_{1}(\lambda(\varepsilon)), \ldots, v_{N}(\lambda(\varepsilon))\right)=\varepsilon^{i}(1+O(\varepsilon)) p_{\alpha}
$$

where $i \leq k$ and $p_{\alpha} \in \mathbb{C}^{N}$ is a non-zero vector.
We get therefore a filtration $\mathcal{M}_{1} \subset \mathcal{M}_{2} \subset \cdots \mathcal{M}_{k} \subset \cdots$ of $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$
Proposition 6. The closure of $\mathcal{M}_{k}$ is a union of irreducible components of the arc $\operatorname{space} \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$.

Proof. Given an arc $\alpha$ with projection $\pi(\alpha): \varepsilon \mapsto \lambda(\varepsilon)$ we note that a continuous (in the Nash topology on $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ ) deformation $s \rightarrow \alpha_{s}$ of $\alpha$ induces a continuous deformation of the projection $\varepsilon \mapsto \lambda(\varepsilon)$ and therefore a continuous deformation of $\varepsilon \mapsto v(\varepsilon)=$ $\left(v_{1}(\lambda(\varepsilon)), v_{2}(\lambda(\varepsilon)), \ldots, v_{N}(\lambda(\varepsilon))\right)$. Under such a deformation the order can not increase. This shows, that for sufficiently small $s$ the arc $\alpha_{s}$ still belongs to $\mathcal{M}_{k}$, and hence the irreducible component of $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ containing $\alpha_{0}$ belongs to $\mathcal{M}_{k}$ too.

The claim of the above Proposition can be reformulated as follows.

## Proposition 7. The order

$$
\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right) \longrightarrow \mathbb{N}: \alpha \longmapsto k(\alpha)
$$

is an upper semi-continuous function on $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$.
Example 3. We revisit the polynomial ideal $I=\left(\lambda_{1}, \lambda_{2}^{k+1}\right) \subset \mathbb{C}\left[\lambda_{1}, \lambda_{2}\right]$ from Example 2 , with the same notations. We have

$$
\mathcal{M}_{1}=\left\{\alpha: \lambda_{1}(\varepsilon)=\varepsilon \lambda_{1}^{(1)}+\varepsilon^{2} \lambda_{1}^{(2)}+\cdots, \lambda_{2}(\varepsilon)=\varepsilon \lambda_{2}^{(1)}+\varepsilon^{2} \lambda_{2}^{(1)}+\cdots, \lambda_{1}^{(1)} \neq 0\right\}
$$

and $\mathcal{M}_{1}$ is an irreducible component of the Nash space $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$, freely parameterised by $\lambda_{1}^{(i)}, \lambda_{2}^{(j)}, \lambda_{1}^{(1)} \neq 0$. Similarly, for $i=2$ the algebraic set $\mathcal{M}_{2}$ is an union of $\mathcal{M}_{1}$ and

$$
\mathcal{M}_{2} \backslash \mathcal{M}_{1}=\left\{\alpha: \lambda_{1}(\varepsilon)=\varepsilon^{2} \lambda_{1}^{(2)}+\cdots, \lambda_{2}(\varepsilon)=\varepsilon \lambda_{2}^{(1)}+\varepsilon^{2} \lambda_{2}^{(2)}+\cdots, \lambda_{1}^{(2)} \neq 0\right\} .
$$

We note that $\mathcal{M}_{2} \backslash \mathcal{M}_{1}$ is not in the closure of $\mathcal{M}_{1}$. Indeed, our arcs live on the blown-up surface $B_{I} \mathbb{C}^{n}$, which in affine coordinates is $\lambda_{1} \mu=\lambda_{2}^{k+1}$. For $\alpha_{0} \in \mathcal{M}_{2} \backslash \mathcal{M}_{1}$ with $\lambda_{2}^{(1)} \neq 0$ we have

$$
\nu(\varepsilon)=\varepsilon^{k-1} v^{(k-1)}+\cdots, v^{(k-1)} \neq 0
$$

and for a small deformation $s \rightarrow \alpha_{s}$ we shall still have $\lambda_{2}^{(1)} \neq 0, \nu^{(k-1)} \neq 0$ and hence $\lambda_{1}^{(1)}=0$. Therefore $\mathcal{M}_{2} \backslash \mathcal{M}_{1}$ is another irreducible component of the Nash space $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$. Similar considerations show that $\mathcal{M}_{k+1}$ is an union of exactly $k+1$ irreducible components $\mathcal{M}_{i+1} \backslash \mathcal{M}_{i}$ of $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$, which are defined by the relations

$$
\mathcal{M}_{i+1} \backslash \mathcal{M}_{i}=\left\{\left(\lambda_{1}(\varepsilon), \lambda_{2}(\varepsilon)\right): \lambda_{2}^{(0)}=0, \lambda_{1}^{(0)}=\lambda_{1}^{(1)}=\cdots=\lambda_{1}^{(i)}=0, \lambda_{1}^{(i+1)} \neq 0\right\}
$$

where $i=1,2, \ldots, k-1$ and

$$
\mathcal{M}_{k+1} \backslash \mathcal{M}_{k}=\left\{\left(\lambda_{1}(\varepsilon), \lambda_{2}(\varepsilon)\right): \lambda_{2}^{(0)}=0, \lambda_{1}^{(0)}=\cdots=\lambda_{1}^{(k)}=0,\left(\lambda_{1}^{(k+1)}, \lambda_{2}^{(1)}\right) \neq(0,0)\right\} .
$$

It is easily seen (by making use of the same deformation argument) that for $i>k+1$ there are no new components in $\mathcal{M}_{i}$, so the irreducible decomposition of $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ has exactly $k+1$ irreducible components

$$
\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)=\overline{\mathcal{M}_{1}} \cup \overline{\mathcal{M}_{2} \backslash \mathcal{M}_{1}} \cup \cdots \cup \overline{\mathcal{M}_{k+1} \backslash \mathcal{M}_{k}} .
$$

As observed by Nash, it is a general fact that the arc space $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ has finitely many irreducible components. Thus, there exists $k$, such that the closure of $\mathcal{M}_{k}$ is $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$. As the number $k$ is not known, the description of these irreducible components may be a formidable task, which is the content of the Nash problem. The description of $\mathcal{M}_{k_{\text {max }}}$, however, will be sufficient for the purposes of this paper.

Consider the canonical projection map

$$
\pi_{I}: \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right) \longrightarrow E: \alpha \longmapsto \alpha(0) .
$$

which associates to an arc $\alpha$ on $B_{I} \mathbb{C}^{n}$ its center $\alpha(0)$. It is an algebraic map, and the image of each irreducible component of $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ is a closed irreducible subset of $E$. Thus, every point of $E$ is in the image of some irreducible component of the arc space, possibly in a non-unique way. This motivates the following:

Definition 3. A set $\mathcal{M} \subset \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ of irreducible components of $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ is said to be essential, provided that:
(i) $\pi_{I}(\mathcal{M})=E$;
(ii) $\mathcal{M}$ is minimal under inclusions.

Although each component of $\mathcal{M}$ depends on infinitely many parameters, only a finite number of them are needed to specify the component, the other taking arbitrary complex (or real) values. This fact is especially important in the applications. For instance, in Example 3, we have $\pi_{I}\left(\mathcal{M}_{i}\right)=[1: 0] \in \mathbb{P}^{1}$ for $i \leq k$ and $\pi_{I}\left(\mathcal{M}_{k+1}\right)=\mathbb{P}^{1}=E$. Therefore the essential set $\mathcal{M}$ is irreducible and equal to $\overline{\mathcal{M}_{k+1} \backslash \mathcal{M}_{k}}$. An element of $\mathcal{M}_{k+1} \backslash \mathcal{M}_{k}$ is written

$$
\lambda_{1}(\varepsilon)=\lambda_{1}^{(k+1)} \varepsilon^{k+1}+\cdots, \lambda_{2}(\varepsilon)=\lambda_{2}^{(1)} \varepsilon^{1}+\cdots,\left(\lambda_{1}^{(k+1)}, \lambda_{2}^{(1)}\right) \neq(0,0)
$$

and the dots stay for arbitrary power series $\sum_{i \geq k+2} \lambda_{1}^{(i)} \varepsilon^{i}, \sum_{i \geq 2} \lambda_{2}^{(i)} \varepsilon^{i}$. The coefficients of these series are non-essential in the sense that they are arbitrary and the corresponding center $\alpha(0)=\left[\lambda_{1}^{(k+1)}: \lambda_{2}^{(1)}\right]$ does not depend on them. This is not the case for the points on the border $\mathcal{M} \backslash\left\{\mathcal{M}_{(k+1)} \backslash \mathcal{M}_{k}\right\}$ for which $\left(\lambda_{1}^{(k+1)}, \lambda_{2}^{(1)}\right)=(0,0)$.

The notion of "essential set" of irreducible components of the arc space $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ is central for this paper, in the next section it will appear under the term "complete set of essential perturbations", as introduced first by Iliev [27].

## 3. Blow up of the Bautin ideal and the space of essential perturbations

In this section we describe a dictionary between the results of the preceding section, and the 16th Hilbert problem on a period annulus. We use the notations of the Introduction.

### 3.1. The Bautin ideal

For an analytic real family of real analytic plane vector fields $X_{\lambda}$, such that $X_{\lambda_{0}}$ has a period annulus, consider the displacement function (1-1)

$$
F(h, \lambda)=\Sigma_{k=1}^{+\infty} F_{k}(\lambda)\left(h-h_{0}\right)^{k},
$$

defined in Section 1•1. If we assume that it is analytic in a neighbourhood of a point $\left(\lambda_{0}, h_{0}\right)$ then the analytic functions $F_{k}=F_{k}(\lambda)$ define a germ of an ideal $\mathcal{B}_{\lambda_{0}}$ in the ring of germs of analytic functions $\mathcal{O}_{\lambda_{0}}$ at $\lambda_{0} \in \mathbb{R}^{n}$. It is also clear, that the germs $\mathcal{B}_{\lambda}$ extend to some complex neighbourhood $U$ of $\lambda_{0}$, on which they define an ideal sheaf $\mathcal{B}(U)$ in the sheaf of analytic functions $\mathcal{O}(U)$. The ideal sheaf $\mathcal{B}(U)$ is called the Bautin ideal, associated to the family $X_{\lambda}$ on $U$, see [33, section 12] for details.

In this section we assume that $X_{\lambda}$ is the family of polynomial vector fields of degree at most $d$ with complex (or sometimes real) coefficients. Our results are easily adapted to the case, when the family depends only analytically in the parameters, or even the vector fields $X_{\lambda}$ are only analytic too. The principal consequence of this assumption is, that our results will be global. In particular the Bautin ideal will be polynomially generated. We can forget the origine of our problem and investigate the zeros of the displacement function $F(h, \lambda)$ in regard to which we impose the following assumptions:
(i) there exists an open (in the complex topology) subset $U \subset \mathbb{C}^{n}$, on which the coefficients $F_{k}$ of the displacement function define an ideal sheaf

$$
\mathcal{B}(U)=\cup_{\lambda \in U} \mathcal{B}_{\lambda}
$$

(ii) the ideal sheaf $\mathcal{B}(U)$ is polynomially generated : there exists a finite set of polynomials $v_{1}, v_{2}, \ldots, v_{N} \in \mathbb{C}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right]$, which generate the germ $\mathcal{B}_{\lambda}, \forall \lambda \in U$.

Definition 4. The polynomial ideal

$$
\mathbf{B}=\left(v_{1}, v_{2}, \ldots, v_{N}\right) \subset \mathbb{C}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right]
$$

is called the Bautin ideal, associated to the ideal sheaf $\mathcal{B}(U)$ on the open set $U$.
The main example of Bautin ideal in the above sense is given by the case of a period annulus of center type of a family of polynomial vector fields of fixed degree. If the center point is placed at the origin, then the trace $v_{1}(\lambda)=\operatorname{Trace} X_{\lambda}(0)$ is a section of the sheaf $\mathcal{B}(U)$. It is well known that on the variety $\left\{\lambda \in U: v_{1}(\lambda)=0\right\}$ the ideal sheaf $\mathcal{B}(U)$ is polynomially generated, say, by $v_{2}, \ldots, v_{N}$ [33]. This shows that when $\left\{v_{1}=0\right\}$ is a smooth
divisor (for instance $\operatorname{Trace} X_{\lambda}(0)$ is linear in $\lambda$ ), then $\mathcal{B}(U)$ is polynomially generated by $v_{1}, v_{2}, \ldots, v_{N}$.

### 3.2. Displacement function $F$ and the factors $\left(\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}\right)$

Consider the displacement map in a neighbourhood of $h_{0} \in \Sigma, \lambda_{0} \in U$, defined by its Taylor expansion

$$
F(h, \lambda)=\Sigma_{k=1}^{+\infty} F_{k}(\lambda)\left(h-h_{0}\right)^{k} .
$$

As the ideal of coefficients $F_{k}$ generates the germ of Bautin ideal $\mathcal{B}_{\lambda_{0}}$ which is polynomially generated by $v_{1}, v_{2}, \ldots, v_{N}$, then

$$
F(h, \lambda)=\Sigma_{j=1}^{N} v_{j}(\lambda) \Phi_{j}(h, \lambda)
$$

Consider an analytic deformation $X_{\lambda(\varepsilon)}$ in a neighbourhood of $\lambda_{0}$, where $X_{\lambda_{0}}$ is a vector field with a period annulus of closed orbits. Suppose further that $M_{k}$ is the bifurcation function associated to this deformation, that is to say

$$
F(h, \lambda(\varepsilon))=\varepsilon^{k} M_{k}(h)+O\left(\varepsilon^{k+1}\right)
$$

Proposition 8.

$$
M_{k}(h)=\sum_{j=1}^{N} v_{j}^{(k)} \Phi_{j}\left(h, \lambda_{0}\right),
$$

where $v_{j}^{(k)}$ are polynomials in the coefficients of the series $\lambda(\varepsilon)$, determined by the identities

$$
v_{j}(\lambda(\epsilon))=\Sigma_{r \geq 0} v_{j}^{(r)} \varepsilon^{r}
$$

and $k=k(\alpha)$ is the order of the arc $\alpha: \varepsilon \mapsto \lambda(\varepsilon)$, see Definition 1 .
Remark 1. The claim generalises the Bautin's fundamental lemma, as restated by C. Chicone and M. Jacobs [9, lemma 4•1], see also [7]. Indeed, we do not suppose any special properties of the polynomial generators $\left(v_{1}, v_{2}, \ldots, v_{N}\right)$. Note also that $h_{0}$ does not correspond to a singular point (a center) of the vector field $X_{\lambda_{0}}$ which might not have a center at all (see Figure 1).

Proof. If

$$
F(h, \lambda)=\Sigma_{j=1}^{+\infty} u_{j}(\lambda)\left(h-h_{0}\right)^{j},
$$

and $u_{1}, u_{2}, \ldots, u_{N^{\prime}}$ are generators of the localised Bautin ideal, then

$$
F(h, \lambda)=\Sigma_{j=1}^{N^{\prime}} u_{j}(\lambda) \Psi_{j}(h, \lambda),
$$

and

$$
F(h, \lambda(\varepsilon))=\varepsilon^{k^{\prime}} \sum^{N^{\prime}} u_{j}^{\left(k^{\prime}\right)} \Psi_{j}\left(h, \lambda_{0}\right)+O\left(\varepsilon^{k^{\prime}+1}\right)
$$

where

$$
\left(u_{1}(\lambda(\varepsilon)), \cdots, u_{N^{\prime}}(\lambda(\varepsilon))\right)=\varepsilon^{k^{\prime}}(1+O(\varepsilon))\left(u_{1}^{\left(k^{\prime}\right)}, u_{2}^{\left(k^{\prime}\right)}, \ldots, u_{N^{\prime}}^{\left(k^{\prime}\right)}\right)
$$

and $\Psi_{j}\left(h, \lambda_{0}\right)=\left(h-h_{0}\right)^{j}+\cdots$. According to Proposition 3, the blowup does not depend on the generators. In particular if $v_{1}, v_{2}, \ldots, v_{N}$ is another set of generators, and

$$
\left(v_{1}(\lambda(\varepsilon)), \ldots, v_{N}(\lambda(\varepsilon))\right)=\varepsilon^{k}(1+O(\varepsilon))\left(v_{1}^{(k)}, v_{2}^{(k)}, \ldots, u_{N}^{(k)}\right)
$$

then $k=k^{\prime}$, see (2.5). Using the isomorphism (2.4) we obtain the desired representation.
The above Proposition has several implications. It allows to identify every bifurcation function $M$ of order $k$ to a point $P \in E_{\lambda_{0}}$ by the correspondence

$$
M_{k} \longrightarrow P=\left[v_{1}^{(k)}, v_{2}^{(k)}: \cdots: v_{n}^{(k)}\right] \in E_{\lambda_{0}} .
$$

The opposite is also true : given a point $P \in E_{\lambda_{0}}$, by Proposition 4, there is an arc from which we reconstruct the bifurcation function $M$, hence

COROLLARY 2. The projectivised set of bifurcation functions associated to one - parameter deformations $X_{\lambda(\varepsilon)}$ of the vector field $X_{\lambda_{0}}$ is in bijective correspondence with the points on the exceptional divisor $E_{\lambda_{0}}$. This correspondence is a linear isomorphism (by Proposition 3 (ii))

Let $V_{\lambda} \subset \mathbb{C}^{N}$ be the vector space spanned by the set of points on the exceptional divisor $E_{\lambda} \subset \mathbb{P}^{N-1}$ in $\mathbb{C}^{N}$.

Corollary 3. The space of all bifurcation functions associated to deformations $X_{\lambda(\varepsilon)}$ of the vector field $X_{\lambda_{0}}$ span a vector space of dimension $\operatorname{dim} V_{\lambda_{0}}$.

As we already noted in the preceding section, $\pi_{I}\left(\mathcal{M}_{k_{\max }}\right)=E$, see also Definition 3. This implies

COROLLARY 4. The minimal order of every bifurcation functions associated to $\lambda_{0}$ is bounded by $k_{\lambda_{0}}=\sup _{\pi(P)=\lambda_{0}} k_{P}$, and the number $\sup _{\lambda \in U} k_{\lambda}$ is finite.

Definition 3 can be reformulated as follows:
Definition 5. A complete set of essential perturbations of a period annulus is a set $\mathcal{M}$ of one-parameter deformations $X_{\lambda(\varepsilon)}$ which, viewed as arcs, form an essential set of irreducible components of the Nash space of $\operatorname{arcs} \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$. Each irreducible component of $\mathcal{M}$ is referred to as an essential perturbation.

In his seminal paper, Iliev describes

> "A set of essential perturbations which can realise the maximum number of limit cycles produced by the whole class of quadratic systems" [27, page 22$]$.

The property "to realise the maximum number of limit cycles", however, is a consequence of the fact, that the selected set of essential perturbations produces all possible bifurcation
functions. To describe a set of essential perturbations, we need to study the Nash arc space $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$ and select appropriate essential irreducible components. It is also clear from Definition 3 that the number of essential perturbations is not smaller than the number of irreducible components of the center variety $V(I)$. As we shall see in the next section, it can be strictly bigger: the number of the irreducible components of the center set of quadratic vector fields is four, but the number of essential perturbations is five.

For convenience of the reader we resume the correspondence between Section 2 and Section 3 in the following table.

| arcs in algebraic geometry | bifurcation theory |
| :--- | :--- |
| parameter space $\{\lambda\}$ | space of plane vector fields $X_{\lambda}$ |
| ideal $I$ | Bautin ideal $\mathbf{B}$ |
| variety $V(I)$ | center set |
| blow up $B_{I} \mathbb{C}^{n}$ of an ideal $I$ | blow up of the Bautin ideal |
| arc on the blow up $B_{I} \mathbb{C}^{n}$ | one-parameter deformation $X_{\lambda(\varepsilon)}$ |
| order of an arc | order of a bifurcation function |
| point on the exceptional divisor | bifurcation function associated to $X_{\lambda(\varepsilon)}$ |
| exceptional divisor | set of all bifurcation functions |
| essential set of irreducible components |  |
| of the Nash space | complete set of essential perturbations |

## 4. Quadratic centers and Iliev's essential perturbations

We revisit Iliev's computations of essential perturbations with emphasis on Nash spaces of arcs, as explained in the previous two sections. We focus on the Kapteyn normal form $X_{\lambda}$ (4.4) of quadratic systems, which we recall briefly.

A quadratic vector field near a center is conveniently written in complex notations $z=$ $x+\mathrm{i} y$, see [61, Zoladek]:

$$
\dot{z}=(\mathrm{i}+\lambda) z+A z^{2}+B|z|^{2}+C \bar{z}^{2},
$$

with $\lambda, x, y \in \mathbb{R},(A, B, C) \in \mathbb{C}^{3}$. The underlying real parameters of the planar vector field are $\lambda, a, a^{\prime}, b, b^{\prime}, c, c^{\prime}$ :

$$
\begin{align*}
& \dot{x}=\lambda x-y+a x^{2}+b x y+c y^{2} \\
& \dot{y}=x+\lambda y+a^{\prime} x^{2}+b^{\prime} x y+c^{\prime} y^{2} \tag{4.2}
\end{align*}
$$

with the linear relations:

$$
\begin{aligned}
a+\mathrm{i} a^{\prime} & =A+B+C \\
b+\mathrm{i} b^{\prime} & =2 \mathrm{i}(A-C) \\
c+\mathrm{i} c^{\prime} & =-A+B-C, \\
A & =\frac{1}{4}\left[a-c+b^{\prime}+\mathrm{i}\left(a^{\prime}-c^{\prime}-b\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& B=\frac{1}{2}\left[a+c+\mathrm{i}\left(a^{\prime}+c^{\prime}\right)\right] \\
& C=\frac{1}{4}\left[a-c-b^{\prime}+\mathrm{i}\left(a^{\prime}-c^{\prime}+b\right)\right] .
\end{aligned}
$$

With these variables the Bautin ideal is generated by the four polynomials (with real coefficients):

$$
\begin{aligned}
& v_{1}=\lambda \\
& v_{2}=\operatorname{Im}(A B) \\
& v_{3}=\operatorname{Im}[(2 A+\bar{B})(A-2 \bar{B}) \bar{B} C] \\
& v_{4}=\operatorname{Im}\left[\left(|B|^{2}-|C|^{2}\right)(2 A+\bar{B}) \bar{B}^{2} C\right]
\end{aligned}
$$

The components are then given by:

$$
\begin{align*}
& L V: \lambda=B=0 \\
& R: \lambda=\operatorname{Im}(A B)=\operatorname{Im}\left(\bar{B}^{3} C\right)=\operatorname{Im}\left(A^{3} C\right)=0  \tag{4.3}\\
& H: \lambda=2 A+\bar{B}=0 \\
& Q_{4}: \lambda=(A-2 \bar{B})=(|B|-|C|)=0 \text {. }
\end{align*}
$$

The above computation goes back essentially to Dulac and Kapteyn, see [57, 61]. The usual terminology in the real case is, according to (4.3): Hamiltonian $H$, reversible (or symmetric) $R$, Lotka-Volterra $L V$ and co-dimension four (or Darboux) $Q_{4}$ component of the center set, respectively. Another terminology is introduced in [33, section 13].

If we assume $B \neq 0$, performing a suitable rotation and scaling of coordinates, we can suppose $B=2$. Similarly if $B=0$ but $A \neq 0$, we take $A=1(\mathrm{LV})$, and when $A=B=0$, we take $C=1$ (Hamiltonian triangle). In the case where $B=2$, there is a center if and only if the following conditions hold: (i) $A=-1$ (H), (ii) $A=a$ and $C=b$ are real (R), (iii) $A=4$, $|C|=2$ (Codimension 4).

The list of quadratic centers looks hence as follows:
(i) $\dot{z}=-\mathrm{i} z-z^{2}+2|z|^{2}+(b+\mathrm{i} c) \bar{z}^{2}$, Hamiltonian (H);
(ii) $\dot{z}=-\mathrm{i} z+a z^{2}+2|z|^{2}+b \bar{z}^{2}$, Reversible (R);
(iii) $\dot{z}=-\mathrm{i} z+z^{2}+(b+\mathrm{i} c) \bar{z}^{2}$, Lotka-Volterra (LV);
(iv) $\dot{z}=-\mathrm{i} z+4 z^{2}+2|z|^{2}+(b+\mathrm{i} c) \bar{z}^{2},|b+\mathrm{i} c|=2$, Codimension $4\left(Q_{4}\right)$;
(v) $\dot{z}=-\mathrm{i} z+\bar{z}^{2}$, Hamiltonian triangle.

We can observe that up to a rotation and scaling of coordinates, $H, R$ and $L V$ can be represented by planes and the "Codimension 4 " stratum by a quadric (cf. Figure 2).

In fact, centers from $(\mathrm{H})$ with $c=0$ are also reversible. They belong to the intersection $(H) \cap(R)$ and can also be defined in $(R)$ by $a=1$. Note that centers from $\left(Q_{4}\right)$ such that $c=0, b= \pm 2$ are also reversible. The Lotka-Volterra centers so that $c=0$ are also reversible. They form, together with the Hamiltonian triangle the degenerate centers:
(i) $\dot{z}=-\mathrm{i} z-z^{2}+2|z|^{2}+b \bar{z}^{2}$, Reversible Hamiltonian $(H) \cap(R)$;
(ii) $\dot{z}=-\mathrm{i} z+z^{2}+b \bar{z}^{2}$, Reversible Lotka-Volterra $(L V) \cap(R)$;
(iii) $\dot{z}=-\mathrm{i} z+4 z^{2}+2|z|^{2}+b \bar{z}^{2}, b= \pm 2,\left(Q_{4}\right) \cap(R)$;
(iv) $\dot{z}=-\mathrm{i} z+\bar{z}^{2},(L V) \cap(H)$, Hamiltonian triangle.

The Kapteyn normal form of the quadratic vector fields near a linear center is:

$$
X_{\lambda}:\left\{\begin{array}{l}
\dot{x}=\lambda_{1} x-y-\lambda_{3} x^{2}+\left(2 \lambda_{2}+\lambda_{5}\right) x y+\lambda_{6} y^{2}  \tag{4.4}\\
\dot{y}=x+\lambda_{1} y+\lambda_{2} x^{2}+\left(2 \lambda_{3}+\lambda_{4}\right) x y-\lambda_{2} y^{2}
\end{array}\right.
$$

It provides indeed a local affine chart of the space of quadratic vector fields (4•1) modulo the action of $\mathbb{C}^{*}$. The Kapteyn normal form, although simple, can be misleading, as pointed out first by Zoladek [61, remark 2, page 238]. One should be very careful that they can be compared with the previous complex parameters only under the extra condition $\operatorname{Im}(B)=0$. Nevertheless, it is more convenient to use these Kapteyn parameters to compute effectively the corresponding space of arcs and jets.

The relation between Kapteyn's coefficients and the previous complex coefficients are given by:

$$
\begin{aligned}
& A=\left(\lambda_{3}-\lambda_{6}+\lambda_{4}-\mathrm{i} \lambda_{5}\right) / 4 \\
& B=\left(\lambda_{6}-\lambda_{3}\right) / 2 \\
& C=\left[-\left(3 \lambda_{3}+\lambda_{6}+\lambda_{4}\right)+\left(4 \lambda_{2}+\lambda_{5}\right) \mathrm{i}\right] / 4 .
\end{aligned}
$$

For this choice of parameters, the Bautin ideal $\mathbf{B} \subset \mathbb{K}\left[\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}\right]$, where $\mathbb{K}=\mathbb{C}$ or $\mathbb{R}$, is generated by

$$
\begin{align*}
& v_{1}(\lambda)=\lambda_{1} \\
& v_{2}(\lambda)=\lambda_{5}\left(\lambda_{3}-\lambda_{6}\right) \\
& v_{3}(\lambda)=\lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)\left(\lambda_{4}+5 \lambda_{3}-5 \lambda_{6}\right) \\
& v_{4}(\lambda)=\lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2}\left(\lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}\right)
\end{align*}
$$

The affine algebraic variety defined by this ideal is denoted $Z=Z(\mathbf{B})$ and called the quadratic centre set. The variety displays four irreducible components $Z=I_{1} \cup I_{2} \cup I_{3} \cup I_{4}$ : three planes and one affine quadratic cone. When the base field is $\mathbb{R}$ their mutual position in $\mathbb{R}^{6}$ is shown on fig. 2. Note that $I_{1} \cap I_{2}, I_{2} \cap I_{3}, I_{3} \cap I_{1}$ are two-planes, while $I_{1} \cap I_{2} \cap I_{3}$ is a straight line.

$$
\begin{align*}
& I_{1}: \lambda_{1}=0, \lambda_{3}-\lambda_{6}=0 \\
& I_{2}: \lambda_{1}=0, \lambda_{2}=0, \lambda_{5}=0 \\
& I_{3}: \lambda_{1}=0, \lambda_{4}=0, \lambda_{5}=0 \\
& I_{4}: \lambda_{1}=0, \lambda_{5}=0, \lambda_{4}+5 \lambda_{3}-5 \lambda_{6}=0, \lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}=0 .
\end{align*}
$$

These irreducible components coincide with $L V, R, H$ and $Q_{4}$ but only under the extracondition $B \in \mathbb{R}^{*}$. Indeed, a vector field which belongs to $L V$ and $H$, so that $A=B=0$ is necessarily in $R$ (it is the so-called Hamiltonian triangle). Still, if it belongs to $I_{1} \cap I_{3}$, then $\lambda_{3}=\lambda_{6}, \lambda_{4}=\lambda_{5}=0$ but $\lambda_{2}$ is not necessarily equal to 0 and it does not necessarily belongs to $I_{2}$.

We consider the blowup of the Bautin ideal $\mathbf{B}$ which is the graph of the map

$$
\begin{align*}
\mathbb{C}^{6} & \longrightarrow \mathbb{P}^{3} \\
\lambda & \longmapsto\left[v_{1}: v_{2}: v_{3}: v_{4}\right] \tag{4.7}
\end{align*}
$$



Fig. 2. Sketch of the mutual position in $\mathbb{R}^{6}$ of the irreducible components $I_{1}, I_{2}, I_{3}, I_{4}$ of the real center set (4.6).
with projection

$$
\pi: \mathbb{C}^{6} \times \mathbb{P}^{3} \longrightarrow \mathbb{C}^{6}
$$

and exceptional divisor $E=\pi^{-1}(Z(\mathbf{B}))$, see (2.1). As $E$ is identified to the set of bifurcation functions, and arcs to one-parameter perturbations $X_{\lambda(\varepsilon)}$, we construct a set of essential perturbation in the sense of Definition 5 and Definition 3. This computation breakes into two steps:
(i) find a minimal list of families of perturbations $X_{\lambda(\varepsilon)}$ which project under $\pi_{I}$ to the exceptional divisor $E$, see Definition 3;
(ii) check whether the essential perturbations are irreducible components of the corresponding Nash arc space.

The first step, can be found in [7, theorem 6], where ten families of perturbations were identified, which produce all possible bifurcation functions. As we shall see below, only five of them are irreducible components of the Nash space, the others are contained in their closures. These essential perturbations are denoted below

$$
\operatorname{Arc}\left(I_{1}\right), \operatorname{Arc}\left(I_{2}\right), \operatorname{Arc}\left(I_{3}\right), \operatorname{Arc}\left(I_{4}\right), \operatorname{Arc}\left(I_{1} \cap I_{3}\right)
$$

and correspond respectively to the Lotka-Volterra, reversible, Hamiltonian, co-dimension four, and Hamiltonian triangle strata of the centre set. This remarkable geometric fact has an analytic counterpart: only bifurcation functions corresponding to the five irreducible components of the Nash space have to be considered, as far as we can obtain all the others by taking suitable limits. For instance, the bifurcation functions corresponding to the arc space $\operatorname{Arc}\left(I_{1} \cap I_{2}\right)$ (reversible Lotka-Volterra systems) can be obtained as appropriate limits of bifurcation functions associated to $\operatorname{Arc}\left(I_{1}\right)$, in contrast to bifurcation functions associated to $\operatorname{Arc}\left(I_{1} \cap I_{3}\right)$ which can not be obtained as such limits. The reason is that $\operatorname{Arc}\left(I_{1} \cap I_{2}\right)$ is in the closure of $\operatorname{Arc}\left(I_{1}\right)$, while $\operatorname{Arc}\left(I_{1} \cap I_{3}\right)$ is a distinct irreducible component of the Nash arc space of the blowup of the Bautin ideal (and hence is not in the closure of $\operatorname{Arc}\left(I_{1}\right)$ ). This confluence phenomenon was observed by Iliev in [27, corollary 1].

Table I. The exceptional divisor $E_{\lambda^{*}}$ when $\lambda^{*}$ is a smooth point

| $\lambda^{*} \in I_{1}$ | $\lambda^{*} \in I_{2}$ | $\lambda^{*} \in I_{3}$ | $\lambda^{*} \in I_{4}$ |
| :--- | :---: | :---: | :---: |
| $E_{\lambda^{*}}=\mathbb{P}^{1}$ | $E_{\lambda^{*}}=\mathbb{P}^{2}$ | $E_{\lambda^{*}}=\mathbb{P}^{2}$ | $E_{\lambda^{*}}=\mathbb{P}^{3}$ |

## $4 \cdot 1$. Smooth points of the center set $Z(\mathbf{B})$

The base field in this section is $\mathbb{C}$. It is straightforward to check that a point on the centre set $Z(\mathbf{B})=I_{1} \cup I_{2} \cup I_{3} \cup I_{4}$ (4.6) is smooth, if and only if it belongs to some $I_{i}$ but does not belong to $I_{i} \cap I_{j}, j \neq i$. Smooth points were called "generic" in [27], and we denote this set $Z(\mathbf{B})_{\text {reg }}$.

Let $\lambda^{*} \in Z(\mathbf{B})_{\text {reg }}$. The localised Bautin ideal $\mathcal{B}_{\lambda^{*}}$ defined by the polynomials (4.5) is radical and generated by:
(i) $\lambda_{1}, \lambda_{3}-\lambda_{6}$ if $\lambda^{*} \in I_{1}$;
(ii) $\lambda_{1}, \lambda_{2}, \lambda_{5}$ if $\lambda^{*} \in I_{2}$;
(iii) $\lambda_{1}, \lambda_{4}, \lambda_{5}$ or $\lambda^{*} \in I_{3}$;
(iv) $\lambda_{1}, \lambda_{5}, \lambda_{4}+5 \lambda_{3}-5 \lambda_{6}, \lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}$ if $\lambda^{*} \in I_{4}$.

The exceptional divisor $E_{\lambda^{*}}$ is isomorphic to the corresponding exceptional divisor of one of the blowups:

$$
\begin{aligned}
& \lambda \longrightarrow\left[\lambda_{1}: \lambda_{3}-\lambda_{6}\right] \\
& \lambda \longrightarrow\left[\lambda_{1}: \lambda_{2}: \lambda_{5}\right] \\
& \lambda \longrightarrow\left[\lambda_{1}: \lambda_{4}: \lambda_{5}\right] \\
& \lambda \longrightarrow\left[\lambda_{1}: \lambda_{5}: \lambda_{4}+5 \lambda_{3}-5 \lambda_{6}: \lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}\right] .
\end{aligned}
$$

It is therefore straightforward to compute $E_{\lambda^{*}}$, and it turns out that it is a projective space, see table I , so the set of bifurcation functions is a vector space of dimension $2,3,3$ and 4 , which is also the co-dimension of $I_{1}, I_{2}, I_{3}, I_{4}$ respectively. The center set at $\lambda^{*}$, and its blow up along $E_{\lambda^{*}}$, are smooth, so the arc space is easy to describe. An element of the Nash arc space $\operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E_{\lambda^{*}}\right), I=\mathbf{B}, \lambda^{*} \in Z(\mathbf{B})_{\text {reg }}$ is an arc

$$
\begin{align*}
\varepsilon \longrightarrow\left(\lambda(\varepsilon),\left[v_{1}(\lambda(\varepsilon)): v_{2}(\lambda(\varepsilon)): \cdots: v_{6}(\lambda(\varepsilon))\right]\right) & \in \mathbb{C}^{6} \times \mathbb{P}^{5} \\
& \lambda(0)=\lambda^{*}
\end{align*}
$$

and it corresponds to the one-parameter family of vector fields $X_{\lambda(\varepsilon)}$. The arc space $\operatorname{Arc}\left(B_{\mathbf{B}} \mathbb{C}^{n}, E_{\lambda^{*}}\right)$ has only one irreducible component corresponding to the irreducible smooth divisor $E_{\lambda^{*}}$. An essential family of arcs is a family parameterized by $E_{\lambda^{*}}$ and having a minimal number of parameters. Thus, as essential family of arcs (4.8) we can take

$$
\begin{equation*}
\lambda(\varepsilon)=\lambda^{*}+\lambda^{(1)} \varepsilon, v_{i}=v_{i}(\lambda(\varepsilon)) \tag{4.9}
\end{equation*}
$$

where:
(i) $\lambda^{(1)}=\left(\lambda_{1,1}, 0,0,0,0, \lambda_{6,1}\right)$ if $\lambda^{*} \in I_{1}$;
(ii) $\lambda^{(1)}=\left(\lambda_{1,1}, \lambda_{2,1}, 0,0, \lambda_{5,1}, 0\right)$ if $\lambda^{*} \in I_{2}$;
(iii) $\lambda^{(1)}=\left(\lambda_{1,1}, 0,0, \lambda_{4,1}, \lambda_{5,1}, 0\right)$ if $\lambda^{*} \in I_{3}$;
(iv) $\lambda^{(1)}=\left(\lambda_{1,1}, \lambda_{2,1}, 0, \lambda_{4,1}, \lambda_{5,1}, 0\right)$ if $\lambda^{*} \in I_{4}$.


Fig. 3. The four irreducible components of the singular set $\left\{I_{2} \cap I_{1}\right\} \cup\left\{I_{2} \cap I_{3}\right\} \cup\left\{I_{2} \cap I_{4}\right\}$ represented in $\mathbb{R}^{3}=I_{2}$.

The corresponding essential perturbations of the integrable quadratic vector field $X_{\lambda^{*}}$ take the form as in [7, theorem 6]:
(i) $X_{\lambda^{*}}+\varepsilon \lambda_{1,1}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right)+\varepsilon \lambda_{6,1} y^{2} \frac{\partial}{\partial x}$ if $\lambda^{*} \in I_{1}$;
(ii) $X_{\lambda^{*}}+\varepsilon \lambda_{1,1}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right)+\varepsilon\left(2 \lambda_{2,1}+\lambda_{5,1}\right) x y \frac{\partial}{\partial x}+\varepsilon \lambda_{2,1}\left(x^{2}-y^{2}\right) \frac{\partial}{\partial y}$ if $\lambda^{*} \in I_{2}$;
(iii) $X_{\lambda^{*}}+\varepsilon \lambda_{1,1}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right)+\varepsilon \lambda_{5,1} x y \frac{\partial}{\partial x}+\varepsilon \lambda_{4,1} x y \frac{\partial}{\partial y}$ if $\lambda^{*} \in I_{3}$;
(iv) $X_{\lambda^{*}}+\varepsilon \lambda_{1,1}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right)+\varepsilon\left(2 \lambda_{2,1}+\lambda_{5,1}\right) x y \frac{\partial}{\partial x}+\varepsilon \lambda_{4,1} x y \frac{\partial}{\partial y}$ if $\lambda^{*} \in I_{4}$
and the maximal order of the bifurcation function $M_{k}$ is 1 . We stress on the fact, that each of the above four essential perturbations depends upon six parameters, given by $\lambda^{(1)}$ and by $\lambda^{*}$. The center $\lambda^{*}$ is therefore not fixed, but belongs to the corresponding smooth stratum $I_{j}$.

Finally, the deformations (4.9) form an irreducible component of the arc space, see Proposition 6. Indeed, it is obvious that a small deformation of (4.9) leads to a family of the same form, under the condition that $\lambda^{*}$ is a smooth point. We conclude that the above families of vector fields are irreducible components of the Nash arc space, which we denote for brevity

$$
\operatorname{Arc}\left(I_{1}\right), \operatorname{Arc}\left(I_{2}\right), \operatorname{Arc}\left(I_{3}\right), \operatorname{Arc}\left(I_{4}\right)
$$

## $4 \cdot 2$. Non-smooth points of the center set $Z(\mathbf{B})$

The base field in this section will be $\mathbb{R}$. The singular part $Z(\mathbf{B})_{\text {sing }}$ of the real centre set has five irreducible components given by three co-dimension four planes $I_{1} \cap I_{2}, I_{1} \cap I_{3}$ and $I_{2} \cap I_{3}$, and the reducible set $I_{4} \cap I_{2}$. The latter is a union of two straight lines intersecting at the origin. As $I_{2}$ is a three-plane, then the vector spaces $I_{1} \cap I_{2}, I_{2} \cap I_{3}, I_{2} \cap I_{4}$ can be represented in $\mathbb{R}^{3}=I_{2}$ as on fig. 3. $Z(\mathbf{B})_{\text {sing }}$ is smooth, except along the line $I_{1} \cap I_{2} \cap I_{3}$. Thus, $Z(\mathbf{B})_{\text {sing }}$ is a disjoint union of five smooth varieties

$$
\begin{aligned}
\left\{I_{1} \cap I_{2}\right\} \backslash\left\{I_{1} \cap I_{2} \cap I_{3}\right\}, & \left\{I_{2} \cap I_{3}\right\} \backslash\left\{I_{1} \cap I_{2} \cap I_{3}\right\},\left\{I_{3} \cap I_{1}\right\} \backslash\left\{I_{1} \cap I_{2} \cap I_{3}\right\} \\
& \left\{I_{1} \cap I_{2} \cap I_{3}\right\} \backslash\{0\},\{0\}
\end{aligned}
$$

| $\lambda^{*} \in I_{1} \cap I_{3}$ | $\lambda^{*} \in I_{2} \cap I_{1}$ | $\lambda^{*} \in I_{2} \cap I_{3}$ |
| :---: | :---: | :---: |
| $E_{\lambda^{*}}=\mathbb{P}^{3}$ | $E_{\lambda^{*}}=\mathbb{P}^{2}$ | $E_{\lambda^{*}}=\mathbb{P}^{2}$ |
| $\lambda^{*} \in I_{2} \cap I_{4}$ | $\lambda^{*} \in I_{1} \cap I_{2} \cap I_{3}$ | $\lambda^{*}=0$ |
| $E_{\lambda^{*}}=\mathbb{P}^{3}$ | $E_{\lambda^{*}}=\mathbb{P}^{3}$ | $E_{\lambda^{*}}=\mathbb{P}^{3}$ |

which we consider separately. For brevity, and if there is no confusion, we shall denote each of the above sets by

$$
\left\{I_{1} \cap I_{2}\right\},\left\{I_{2} \cap I_{3}\right\},\left\{I_{3} \cap I_{1}\right\},\left\{I_{1} \cap I_{2} \cap I_{3}\right\},\{0\}
$$

The exceptional divisor $E_{\lambda^{*}}$ in each of the five cases is presented on table II (this straightforward computation is omitted).

## $4 \cdot 2 \cdot 1$. The essential perturbations of the center set $I_{1} \cap I_{3}$.

This is probably the most interesting case, for this reason we give more details. Let $\lambda^{*}$ be a smooth point on the two-plane $I_{1} \cap I_{3}$ (that is to say, $\lambda^{*} \notin I_{1} \cap I_{2} \cap I_{3}$ ). As $\lambda_{2}^{*} \neq 0$, then the localized Bautin ideal $\mathcal{B}_{\lambda^{*}}$ defined by the polynomials (4.5) is also generated by

$$
\lambda_{1}, \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right), \lambda_{4}^{2}\left(\lambda_{3}-\lambda_{6}\right), \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2}
$$

which will be therefore used on the place of $v_{1}, v_{2}, v_{3}, v_{4}$, in order to blow up $\mathcal{B}_{\lambda^{*}}$. To the end of the section, instead of (4.7), we consider the blowup

$$
\lambda \rightarrow\left[\lambda_{1}: \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right): \lambda_{4}^{2}\left(\lambda_{3}-\lambda_{6}\right): \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2}\right]
$$

Using Proposition 4 we verify first, that $E_{\lambda^{*}}=\mathbb{P}^{3}$ and hence the vector space of bifurcation functions is of dimension 4. A general arc centred at a general point $P \in E_{I_{1} \cap I_{3}}, E_{I_{1} \cap I_{3}}=$ $\cup_{\lambda \in I_{1} \cap I_{3}} E_{\lambda}$, is defined by (4•12), where $\lambda^{*} \in I_{1} \cap I_{3}$ and

$$
\begin{align*}
\lambda_{1} & =\varepsilon^{3} \lambda_{1,3}+O\left(\varepsilon^{4}\right) \\
\lambda_{5} & =\varepsilon^{2} \lambda_{5,2}+O\left(\varepsilon^{3}\right) \\
\lambda_{3}-\lambda_{6} & =\varepsilon\left(\lambda_{3,1}-\lambda_{6,1}\right)+O\left(\varepsilon^{2}\right)  \tag{4•12}\\
\lambda_{4} & =\varepsilon \lambda_{4,1}+O\left(\varepsilon^{2}\right)
\end{align*}
$$

with center

$$
P=\left[\lambda_{1,3}: \lambda_{5,2}\left(\lambda_{3,1}-\lambda_{6,1}\right): \lambda_{4,1}^{2}\left(\lambda_{3,1}-\lambda_{6,1}\right): \lambda_{4,1}\left(\lambda_{3,1}-\lambda_{6,1}\right)^{2}\right] .
$$

Clearly, $P$ can take any value on $\mathbb{P}^{3}$ except $[*: *: 1: 0]$ and $[*: *: 0: 1]$. The missing point $[*: *: 0: 1]$ can be obtained as centre of the following arc:

$$
\begin{aligned}
& \lambda_{1}=\varepsilon^{4} \lambda_{1,4}+O\left(\varepsilon^{5}\right) \\
& \lambda_{5}=\varepsilon^{3} \lambda_{5,3}+O\left(\varepsilon^{4}\right)
\end{aligned}
$$

$$
\begin{align*}
\lambda_{3}-\lambda_{6} & =\varepsilon\left(\lambda_{3,1}-\lambda_{6,1}\right)+O\left(\varepsilon^{2}\right) \\
\lambda_{4} & =\varepsilon^{2} \lambda_{4,2}+O\left(\varepsilon^{3}\right),
\end{align*}
$$

where

$$
P=\left[\lambda_{1,4}: \lambda_{5,3}\left(\lambda_{3,1}-\lambda_{6,1}\right): 0: \lambda_{4,2}\left(\lambda_{3,1}-\lambda_{6,1}\right)^{2}\right] .
$$

Similar considerations are valid of course for the centres $[*: *: 1: 0$, which shows that $E_{\lambda^{*}}=\mathbb{P}^{3}$.

It is easy to see, that the family of arcs (4•12) is an irreducible component of the arc space. Indeed, under a small deformation such that $\lambda^{*} \in I_{1} \cap I_{3}$, the degree of $\lambda_{i}(\varepsilon)$ neither decreases (the point $P$ is general) neither increases (because of Proposition 6). We do not leave the family of $\operatorname{arcs}(4 \cdot 12)$. If we allow $\lambda^{*} \in I_{3}, \lambda \notin I_{1}$ then we note that the dimension of $E_{\lambda^{*}}$ drops by one, and taking a limit $\lambda^{*} \rightarrow I_{1} \cap I_{3}$ we can not obtain $E_{\lambda^{*}}=\mathbb{P}^{3}$.

Therefore (4.12) is an irreducible component of the arc space

$$
\operatorname{Arc}\left(B_{\mathbf{B}}, E_{I_{1} \cap I_{3}}\right), E_{I_{1} \cap I_{3}}=\cup_{\lambda \in I_{1} \cap I_{3}} E_{\lambda} .
$$

The family (4•13), however, is not an irreducible component, as it belongs to the closure of the family (4.12). To see this we need to show that every arc (4.13) is a continuous limit of arcs of the form (4.12). Recall that we deform arcs on the blowup surface $\operatorname{Arc}\left(B_{\mathbf{B}}, E_{\lambda^{*}}\right)$, see (4.8), and continuity of the deformation means that the coefficients depend analytically upon the deformation parameters [38, 43]. Consider now the family of arcs of the type (4•14), parameterised by $\delta \neq 0$ :

$$
\begin{align*}
\lambda_{1} & =\varepsilon^{3}(\varepsilon+\delta)\left(\lambda_{1,3}+\cdots\right) \\
\lambda_{5} & =\varepsilon^{2}(\varepsilon+\delta)\left(\lambda_{5,2}+\cdots\right) \\
\lambda_{3}-\lambda_{6} & =\varepsilon\left(\lambda_{3,1}-\lambda_{6,1}+\cdots\right) \\
\lambda_{4} & =\varepsilon(\varepsilon+\delta)\left(\lambda_{4,1}+\cdots\right),
\end{align*}
$$

where the dots replace some convergent series vanishing for $\varepsilon=0$. It follows from (4•14) that

$$
\begin{aligned}
& {\left[\lambda_{1}: \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right): \lambda_{4}^{2}\left(\lambda_{3}-\lambda_{6}\right): \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2}\right]} \\
& \quad=\left[\lambda_{1,3}+O(\varepsilon): \lambda_{5,2}\left(\lambda_{3,1}-\lambda_{6,1}\right)+O(\varepsilon)\right. \\
& \left.\quad: \lambda_{4,1}^{2}\left(\lambda_{3,1}-\lambda_{6,1}\right) \delta+O(\varepsilon): \lambda_{4,1}\left(\lambda_{3,1}-\lambda_{6,1}\right)^{2}+O(\varepsilon)\right]
\end{aligned}
$$

where $O(\varepsilon)$ is also analytic in $\delta$ and $\lambda_{i, j}$. This family of arcs depends continuously on $\delta$ in the topology of the arc space and hence the limit $\delta \rightarrow 0$ can be taken. The center of (4.14) is the point

$$
P=\left[\lambda_{1,3}: \lambda_{5,2}\left(\lambda_{3,1}-\lambda_{6,1}\right): \lambda_{4,1}^{2}\left(\lambda_{3,1}-\lambda_{6,1}\right) \delta: \lambda_{4,1}\left(\lambda_{3,1}-\lambda_{6,1}\right)^{2}\right]
$$

which tends to

$$
P=\left[\lambda_{1,3}: \lambda_{5,2}\left(\lambda_{3,1}-\lambda_{6,1}\right): 0: \lambda_{4,1}\left(\lambda_{3,1}-\lambda_{6,1}\right)^{2}\right] .
$$

as $\delta$ tends to 0 . Thus any arc of type (4.13) can be obtained as a continuous limit of an arc of type (4•12), and hence belongs to the same irreducible component of the arc space.

To resume, the above considerations show that the families of vector fields $X_{\lambda^{*}}, \lambda^{*} \in$ $I_{1} \cap I_{3}:$
(i) $X_{\lambda^{*}}+\varepsilon^{3} \lambda_{1,3}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right)+\varepsilon^{2} \lambda_{5,2} x y \frac{\partial}{\partial x}+\varepsilon \lambda_{6,1} y^{2} \frac{\partial}{\partial x}+\varepsilon \lambda_{4,1} x y \frac{\partial}{\partial y}$;
(ii) $X_{\lambda^{*}}+\varepsilon^{4} \lambda_{1,4}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right)+\varepsilon^{3} \lambda_{5,3} x y \frac{\partial}{\partial x}+\varepsilon \lambda_{6,1} y^{2} \frac{\partial}{\partial x}+\varepsilon^{2} \lambda_{4,2} x y \frac{\partial}{\partial y}$;
(iii) $X_{\lambda^{*}}+\varepsilon^{4} \lambda_{1,4}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right)+\varepsilon^{2} \lambda_{5,2} x y \frac{\partial}{\partial x}+\varepsilon^{2} \lambda_{6,2} y^{2} \frac{\partial}{\partial x}+\varepsilon \lambda_{4,1} x y \frac{\partial}{\partial y}$
represent one irreducible component of the Nash space of arcs, centred at $\cup_{\lambda \in I_{1} \cap I_{3}} E_{\lambda}$. Therefore, this is an essential perturbation in the sense of Definition 5. For brevity, we denote this irreducible component

$$
\operatorname{Arc}\left(I_{1} \cap I_{3}\right)
$$

Note that maximal order of the bifurcation function $M_{k}$ is 4 (contrary to what is affirmed in [7]). In [29, 50, 62], it is shown that the bifurcation functions are linear combinations of four integrals. The authors compute the bifurcation function up to order three. It is interesting to note that the bifurcation functions of order three (represented by the family of arcs (4•12)) do not cover all possible linear combinations. It is indeed necessary to go to the order four to cover all these combinations (represented by (4.13) and (4-14)).
4.2.2. Perturbations of the center set $\left\{I_{2} \cap I_{1}\right\} \cup\left\{I_{2} \cap I_{3}\right\} \cup\left\{I_{2} \cap I_{4}\right\}$, see Figure 3

In this section we note that the arc spaces corresponding to these sets are in the closure of

$$
\operatorname{Arc}\left(I_{1}\right), \operatorname{Arcc}\left(I_{2}\right), \operatorname{Arc}\left(I_{3}\right), \operatorname{Arc}\left(I_{4}\right)
$$

Thus, there will be no new essential perturbations in our list.
As $I_{2}$ is a three-dimensional real plane, then we can represent this singular set in $\mathbb{R}^{3}=I_{2}$ as on Figure 3. Recall that according to our convention we assume that $\lambda^{*} \notin I_{1} \cap I_{2} \cap I_{3}$. The localised Bautin ideal $\mathcal{B}_{\lambda^{*}}$ defined by the polynomials (4.5) is generated by:
(i) $\lambda_{1}, \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right), \lambda_{2}\left(\lambda_{3}-\lambda_{6}\right)$ if $\lambda^{*} \in I_{2} \cap I_{1}$;
(ii) $\lambda_{1}, \lambda_{5}, \lambda_{2} \lambda_{4}$ if $\lambda^{*} \in I_{2} \cap I_{3}$;
(iii) $\lambda_{1}, \lambda_{5}, \lambda_{2}\left(\lambda_{4}+5 \lambda_{3}-5 \lambda_{6}\right), \lambda_{2}\left(\lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}\right)$ if $\lambda^{*} \in I_{2} \cap I_{4}$
and we consider instead of (4.7), the maps

$$
\begin{aligned}
& \lambda \longrightarrow\left[\lambda_{1}: \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right): \lambda_{2}\left(\lambda_{3}-\lambda_{6}\right)\right] \\
& \lambda \longrightarrow\left[\lambda_{1}: \lambda_{5}: \lambda_{2} \lambda_{4}\right] \\
& \lambda \longrightarrow\left[\lambda_{1}: \lambda_{5}: \lambda_{2}\left(\lambda_{4}+5 \lambda_{3}-5 \lambda_{6}\right): \lambda_{2}\left(\lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}\right)\right] .
\end{aligned}
$$

As in the case $I_{1} \cap I_{3}$, we verify that the exceptional divisor $E_{\lambda^{*}}$ is equal to $\mathbb{P}^{2}, \mathbb{P}^{2}$ and $\mathbb{P}^{3}$ respectively.

Consider first the perturbations (4•8), where $\lambda^{*} \in I_{2} \cap I_{1}$ and

$$
\begin{align*}
\lambda_{1} & =\varepsilon^{2} \lambda_{1,2}+O\left(\varepsilon^{3}\right) \\
\lambda_{2} & =\varepsilon \lambda_{2,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{5} & =\varepsilon \lambda_{5,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{3}-\lambda_{6} & =\varepsilon\left(\lambda_{3,1}-\lambda_{6,1}\right)+O\left(\varepsilon^{2}\right)
\end{align*}
$$

with center

$$
P=\left[\lambda_{1,2}: \lambda_{5,1}\left(\lambda_{3,1}-\lambda_{6,1}\right): \lambda_{2,1}\left(\lambda_{3,1}-\lambda_{6,1}\right)\right] .
$$

A continuous deformation of this family of arcs is

$$
\begin{align*}
\lambda_{1} & =\varepsilon(\varepsilon+\delta)\left[\lambda_{1,2}+O(\varepsilon)\right] \\
\lambda_{2} & =(\varepsilon+\delta)\left[\lambda_{2,1}+O(\varepsilon)\right] \\
\lambda_{5} & =(\varepsilon+\delta)\left[\lambda_{5,1}+O(\varepsilon)\right]  \tag{4•16}\\
\lambda_{3}-\lambda_{6} & =\varepsilon\left[\left(\lambda_{3,1}-\lambda_{6,1}\right)+O(\varepsilon)\right]
\end{align*}
$$

which shows that the family (4-15) is in the closure of $\operatorname{Arc}\left(I_{1}\right)$. Thus the exceptional divisor $E_{I_{1} \cap I_{2}}$ is "described" by the closure of $\operatorname{Arc}\left(I_{1}\right)$ and there is no new essential deformation here.

The case $\lambda^{*} \in I_{2} \cap I_{3}$ and

$$
\begin{align*}
& \lambda_{1}=\varepsilon^{2} \lambda_{1,2}+O\left(\varepsilon^{3}\right) \\
& \lambda_{2}=\varepsilon \lambda_{2,1}+O\left(\varepsilon^{2}\right) \\
& \lambda_{4}=\varepsilon \lambda_{4,1}+O\left(\varepsilon^{2}\right) \\
& \lambda_{5}=\varepsilon^{2} \lambda_{5,2}+O\left(\varepsilon^{3}\right)
\end{align*}
$$

with center

$$
P=\left[\lambda_{1,2}: \lambda_{5,2}: \lambda_{2,1} \lambda_{4,1}\right]
$$

is studied similarly, it belongs to the closure of $\operatorname{Arc}\left(I_{2}\right)$ and $\operatorname{Arc}\left(I_{3}\right)$. Finally, we consider the case

$$
\lambda^{*}=\left(\lambda_{1,0}, \lambda_{2,0}, \lambda_{3,0}, \lambda_{4,0}, \lambda_{5,0}, \lambda_{6,0}\right) \in I_{2} \cap I_{4}
$$

and hence

$$
\lambda_{1,0}=\lambda_{2,0}=\lambda_{5,0}=\lambda_{4,0}+5 \lambda_{3,0}-5 \lambda_{6,0}=\lambda_{6,0}\left(\lambda_{3,0}-2 \lambda_{6,0}\right)=0 .
$$

We have to consider therefore two cases : $\lambda_{6,0}=0$ or $\lambda_{3,0}-2 \lambda_{6,0}=0$ (corresponding to the two irreducible components of $I_{2} \cap I_{4}$ ). Suppose for instance $\lambda_{6,0}=0$.

The family of perturbations

$$
\begin{align*}
\lambda_{1} & =\varepsilon^{2} \lambda_{1,2}+O\left(\varepsilon^{3}\right) \\
\lambda_{5} & =\varepsilon^{2} \lambda_{5,2}+O\left(\varepsilon^{3}\right) \\
\lambda_{2} & =\varepsilon \lambda_{2,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{6} & =\varepsilon \lambda_{6,1}+O\left(\varepsilon^{2}\right)  \tag{4•18}\\
\lambda_{4}+5 \lambda_{3}-5 \lambda_{6} & =\varepsilon\left(\lambda_{4,1}+5 \lambda_{3,1}-5 \lambda_{6,1}\right)+O\left(\varepsilon^{2}\right) \\
\lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2} & =\varepsilon \lambda_{3,0} \lambda_{6,1}+O\left(\varepsilon^{2}\right)
\end{align*}
$$

with center

$$
P=\left[\lambda_{1,2}: \lambda_{5,2}: \lambda_{2,1}\left(\lambda_{4,1}+5 \lambda_{3,1}-5 \lambda_{6,1}\right): \lambda_{2,1} \lambda_{3,0} \lambda_{6,1}\right] .
$$

describes the exceptional divisor $E_{\lambda^{*}}=\mathbb{P}^{3}$.

Consider a small deformation in $\delta$ of the initial family (4-18) which is of the form

$$
\begin{align*}
\lambda_{2} & =(\varepsilon+\delta)\left[\lambda_{2,1}+O(\varepsilon)\right] \\
\lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2} & =\varepsilon\left[\lambda_{3,1} \lambda_{6,1}-2 \lambda_{6,1}^{2}-\lambda_{2,1}^{2}+0(\delta)\right]+O\left(\varepsilon^{2}\right) \\
\lambda_{4}+5 \lambda_{3}-5 \lambda_{6} & =\varepsilon\left(\lambda_{4,1}+5 \lambda_{3,1}-5 \lambda_{6,1}\right)+O\left(\varepsilon^{2}\right) \\
\lambda_{1} & =\varepsilon(\varepsilon+\delta)\left[\lambda_{1,2}+O(\varepsilon)\right] \\
\lambda_{5} & =\varepsilon(\varepsilon+\delta)\left[\lambda_{5,2}+O(\varepsilon)\right] .
\end{align*}
$$

The family (4.19) induces a continuous deformation of (4.8) which shows that (4.18) is in the closure of (4•19). The case $\lambda_{3,0}-2 \lambda_{6,0}=0, \lambda_{6,0} \neq 0$ is analogous. We conclude that $E_{I_{2} \cap I_{4}}$ is described by (the closure of) $\operatorname{Arc}\left(I_{4}\right)$, and there is no new essential perturbation here.

### 4.2.3. Perturbations of the center set $\left\{I_{1} \cap I_{2} \cap I_{3}\right\}$

The center set

$$
\left\{I_{1} \cap I_{2} \cap I_{3}\right\}=\left\{\lambda_{1}=\lambda_{2}=\lambda_{3}-\lambda_{6}=\lambda_{4}=\lambda_{5}=0\right\}
$$

is a straight line and we assume that $\lambda_{3} \neq 0$. The localised Bautin ideal $\mathcal{B}_{\lambda^{*}}$ defined by the polynomials (4.5) is also generated by

$$
\begin{equation*}
\lambda_{1}, \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right), \lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)\left(\lambda_{4}+5 \lambda_{3}-5 \lambda_{6}\right), \lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2} \tag{4•20}
\end{equation*}
$$

or equivalently

$$
\lambda_{1}, \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right), \lambda_{2} \lambda_{4}^{2}\left(\lambda_{3}-\lambda_{6}\right), \lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2} .
$$

Therefore, instead of (4.7), we use the map

$$
\begin{equation*}
\lambda \longrightarrow\left[\lambda_{1}: \lambda_{5}\left(\lambda_{3}-\lambda_{6}\right): \lambda_{2} \lambda_{4}^{2}\left(\lambda_{3}-\lambda_{6}\right): \lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2}\right] . \tag{4•22}
\end{equation*}
$$

The family (4.8), where $\lambda^{*} \in I_{1} \cap I_{2} \cap I_{3}$ and induced by

$$
\begin{align*}
\lambda_{1} & =\varepsilon^{4} \lambda_{1,4}+O\left(\varepsilon^{5}\right) \\
\lambda_{5} & =\varepsilon^{3} \lambda_{5,3}+O\left(\varepsilon^{4}\right) \\
\lambda_{2} & =\varepsilon \lambda_{2,1}+O\left(\varepsilon^{2}\right)  \tag{4.23}\\
\lambda_{4} & =\varepsilon \lambda_{4,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{3}-\lambda_{6} & =\varepsilon\left(\lambda_{3,1}-\lambda_{6,1}\right)+O\left(\varepsilon^{2}\right)
\end{align*}
$$

with center

$$
P=\left[\lambda_{1,4}: \lambda_{5,3}\left(\lambda_{3,1}-\lambda_{6,1}\right): \lambda_{2,1} \lambda_{4,1}^{2}\left(\lambda_{3,1}-\lambda_{6,1}\right): \lambda_{2,1} \lambda_{4,1}\left(\lambda_{3,1}-\lambda_{6,1}\right)^{2}\right]
$$

describes an open dense subset of $E_{\lambda^{*}}=\mathbb{P}^{3}$.
There is a continuous deformation of (4.8) induced by the deformation

$$
\begin{aligned}
& \lambda_{1}=\varepsilon^{3}(\varepsilon+\delta)\left[\lambda_{1,4}+O(\varepsilon)\right] \\
& \lambda_{5}=\varepsilon^{2}(\varepsilon+\delta)\left[\lambda_{5,3}+O(\varepsilon)\right] \\
& \lambda_{2}=(\varepsilon+\delta)\left[\lambda_{2,1}+O(\varepsilon)\right]
\end{aligned}
$$

$$
\begin{align*}
\lambda_{4} & =\varepsilon \lambda_{4,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{3}-\lambda_{6} & =\varepsilon\left(\lambda_{3,1}-\lambda_{6,1}\right)+O\left(\varepsilon^{2}\right)
\end{align*}
$$

which shows that this family (4-23) belongs to the closure of $\operatorname{Arc}\left(I_{1} \cap I_{3}\right)$, and again there is no new essential perturbation.

### 4.2.4. Perturbations of the linear center $\lambda^{*}=0$

Consider finally the singular point $\lambda^{*}=(0, \ldots, 0)$ on the center set $Z(\mathbf{B})$, which corresponds to the linear center

$$
X_{0}=-y \frac{\partial}{\partial x}+x \frac{\partial}{\partial y}
$$

This point is the intersection of the four centre sets $I_{1}, I_{2}, I_{3}$ and $I_{4}$, and we shall show that $\operatorname{Arc}\left(I_{1} \cap I_{2} \cap I_{3} \cap I_{4}\right)$ is in the closure of $\operatorname{Arc}\left(I_{1} \cap I_{2} \cap I_{3}\right)$.

Let us recall, that the localized Bautin ideal at the origin is generated by the polynomials

$$
\begin{aligned}
& v_{1}(\lambda)=\lambda_{1} \\
& v_{2}(\lambda)=\lambda_{5}\left(\lambda_{3}-\lambda_{6}\right) \\
& v_{3}(\lambda)=\lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)\left(\lambda_{4}+5 \lambda_{3}-5 \lambda_{6}\right) \\
& v_{4}(\lambda)=\lambda_{2} \lambda_{4}\left(\lambda_{3}-\lambda_{6}\right)^{2}\left(\lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}\right) .
\end{aligned}
$$

The family (4•8)

$$
\varepsilon \longrightarrow\left(\lambda(\varepsilon),\left[v_{1}(\lambda(\varepsilon)): v_{2}(\lambda(\varepsilon)): \cdots: v_{6}(\lambda(\varepsilon))\right]\right)
$$

induced by

$$
\begin{align*}
\lambda_{1} & =\varepsilon^{6} \lambda_{1,6}+O\left(\varepsilon^{7}\right) \\
\lambda_{2} & =\varepsilon \lambda_{2,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{3} & =\varepsilon \lambda_{3,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{4} & =\varepsilon \lambda_{4,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{5} & =\varepsilon^{5} \lambda_{5,5}+O\left(\varepsilon^{6}\right) \\
\lambda_{6} & =\varepsilon \lambda_{6,1}+O\left(\varepsilon^{2}\right) \\
\lambda_{4}+5 \lambda_{3}-5 \lambda_{6} & =\varepsilon^{3}\left(\lambda_{4,3}+5 \lambda_{3,3}-5 \lambda_{6,3}\right)+O\left(\varepsilon^{4}\right)
\end{align*}
$$

with center

$$
\begin{gathered}
P=\left[\lambda_{1,6}: \lambda_{5,5}\left(\lambda_{3,1}-\lambda_{6,1}\right): \lambda_{2,1} \lambda_{4,1}\left(\lambda_{3,1}-\lambda_{6,1}\right)\left(\lambda_{4,3}+5 \lambda_{3,3}-5 \lambda_{6,3}\right)\right. \\
\left.: \lambda_{2,1} \lambda_{4,1}\left(\lambda_{3,1}-\lambda_{6,1}\right)^{2}\left(\lambda_{3,1} \lambda_{6,1}-2 \lambda_{6,1}^{2}-\lambda_{2,1}^{2}\right)\right]
\end{gathered}
$$

describes an open subset of the exceptional divisor $E_{\lambda^{*}}=\mathbb{P}^{3}$. The closure of the set of centres $P$ equals $E_{\lambda^{*}}$.

We shall show that a general arc (induced by) (4.25) has a suitable deformation (4.25 ${ }^{\delta}$ ), continuous in the topology of the Nash arc space, which is of the form (4.23). It is moreover a continuous deformation in the sense of the arc space topology.

We define first $\lambda_{3}^{\delta}=\lambda_{3}(\varepsilon)+\delta, \lambda_{6}^{\delta}=\lambda_{6}(\varepsilon)+\delta$, and $\lambda_{2}^{\delta}=\lambda_{2}$. As $\lambda_{3} \lambda_{6}-2 \lambda_{6}^{2}-\lambda_{2}^{2}$ as a power series in $\varepsilon$ has a double zero at $\varepsilon=0$, then we obtain

$$
\begin{aligned}
\lambda_{3}^{\delta} \lambda_{6}^{\delta}-2\left(\lambda_{6}^{\delta}\right)^{2}-\lambda_{2}^{2} & =\left(\lambda_{3}+\delta\right)\left(\lambda_{6}+\delta\right)-2\left(\lambda_{6}+\delta\right)^{2}-\lambda_{2}^{2} \\
& =\left[\varepsilon^{2}+\varepsilon_{1}(\delta) \varepsilon+\varepsilon_{2}(\delta)\right]\left[p_{2}(\delta)+O(\varepsilon)\right],
\end{aligned}
$$

where $\varepsilon_{1}(\delta), \varepsilon_{2}(\delta), p_{2}(\delta)$ are analytic functions in $\delta$, and

$$
\varepsilon_{1}(0)=\varepsilon_{2}(0)=0, p_{2}(0)=\lambda_{3,1} \lambda_{6,1}-2 \lambda_{6,1}^{2}-\lambda_{2,1}^{2}
$$

We define $\lambda_{4}^{\delta}$ in such a way, that

$$
\lambda_{4}^{\delta}+5 \lambda_{3}-5 \lambda_{6}=\varepsilon\left[\varepsilon^{2}+\varepsilon_{1}(\delta) \varepsilon+\varepsilon_{2}(\delta)\right]\left[p_{1}(\delta)+O(\varepsilon)\right],
$$

where $p_{1}(\delta)$ is analytic in $\delta$ and

$$
p_{1}(0)=\lambda_{4,3}+5 \lambda_{3,3}-5 \lambda_{6,3} .
$$

Finally, the power series $X^{\delta}, \lambda_{5}^{\delta}$ are defined similarly by the conditions

$$
\begin{aligned}
X^{\delta} & =\varepsilon^{4}\left[\varepsilon^{2}+\varepsilon_{1}(\delta) \varepsilon+\varepsilon_{2}(\delta)\right]\left[\lambda_{1,6}^{\delta}+O(\varepsilon)\right] \\
\lambda_{5}^{\delta} & =\varepsilon^{3}\left[\varepsilon^{2}+\varepsilon_{1}(\delta) \varepsilon+\varepsilon_{2}(\delta)\right]\left[\lambda_{5,5}^{\delta}+0(\varepsilon)\right],
\end{aligned}
$$

where $\lambda_{1,6}^{\delta}, \lambda_{5,5}^{\delta}$ depend analytically in $\delta$ and $\lambda_{1,6}^{0}=\lambda_{1,6}, \lambda_{5,5}^{0}=\lambda_{5,5}$. The $\delta$-family of arcs $\left(4.25^{\delta}\right)$ induced by the power series $\delta \rightarrow \lambda_{i}^{\delta}$ has a center

$$
\begin{aligned}
P^{\delta}=\left[\lambda_{1,6}^{\delta}:\right. & \lambda_{5,5}^{\delta}\left(\lambda_{3,1}-\lambda_{6,1}\right): \lambda_{2,1} \lambda_{4,1}^{\delta}\left(\lambda_{3,1}-\lambda_{6,1}\right) p_{1}(\delta) \\
& \left.: \lambda_{2,1} \lambda_{4,1}^{\delta}\left(\lambda_{3,1}-\lambda_{6,1}\right)^{2} p_{2}(\delta)\right]
\end{aligned}
$$

This completes the proof that $\operatorname{Arc}\left(I_{1} \cap I_{2} \cap I_{3} \cap I_{4}\right)$ is in the closure of $\operatorname{Arc}\left(I_{1} \cap I_{2} \cap I_{3}\right)$, so there is no new essential perturbation again.

To the end of this section we discuss the bifurcation functions in the quadratically perturbed linear center in the context of the inclusion

$$
\begin{equation*}
\operatorname{Arc}\left(I_{1} \cap I_{2} \cap I_{3} \cap I_{4}\right) \subset \operatorname{Arcc}\left(I_{1} \cap I_{2} \cap I_{3}\right) \tag{4•26}
\end{equation*}
$$

The set $I_{1} \cap I_{2} \cap I_{3} \cap I_{4}$ is just one point (the linear center), $I_{1} \cap I_{2} \cap I_{3}$ is a two-plane representing "Hamiltonian triangles", that is to say, Hamiltonian systems in which the Hamiltonian is a product of three linear factor. The inclusion (4-26) means that a bifurcation function of the perturbed linear centre is either a limit, or a limit of derivatives of bifurcation functions, related to the Hamiltonian triangle case. Recall, that in the Hamiltonian triangle case, we have three bifurcation functions which are complete elliptic integrals of first, second and third kind, and the fourth one is an iterated integral of length two [27]. After "taking the limit" the Hamiltonian takes the form $h=x^{2}+y^{2}$ and the genus of integrals drop to zero. As we shall see, they become polynomials of degree at most four in $h$, vanishing at the origin. This is the content of the classical theorem of Zoladek [61, theorem 4] which we recall now. Denote by $\mathcal{P}$ the Poincaré return map associated to the perturbed linear center, parameterized by the Hamiltonian $h=\left(x^{2}+y^{2}\right) / 2$. Then

$$
\mathcal{P}(h)-h=2 \pi v_{1} h(1+O(\lambda))+v_{2} h^{2}(1+O(\lambda))+v_{3} h^{3}(1+O(\lambda))+v_{4} h^{4}(1+O(\lambda))
$$

By abuse of notations here $v_{2}, v_{3}, v_{4}$ are the polynomials above, but up to multiplication by a non zero constant.
$O(\lambda)$ means a convergent power series in $h$ whose coefficients are analytic in $v_{1}$, polynomial in $v_{2}, v_{3}, v_{4}$ and belong to the ideal generated by $v_{1}, v_{2}, v_{3}, v_{4}$ in $\mathbb{R}\left[v_{2}, v_{3}, v_{4}\right]\left\{v_{1}\right\}$. This last property is crucial for the computation of the bifurcation functions. We conclude that every bifurcation function is a polynomial of the form $c_{1} h+c_{2} h^{2}+c_{3} h^{3}+c_{4} h^{4}$.

In [28], Iliev extended Zoladek's theorem to perturbations of the harmonic oscillator of any degree using the algorithm of [12]. A complete presentation of this result is reproduced in the book [54]. In this book, on page 474, the author writes:
we believe that every row in table 1 will stabilize at some value $N(n)$ for all $k \geq K(n)$
This is indeed a consequence of the Theorem 5 of our paper. It applies as well to the perturbation of the Bogdanov-Takens Hamiltonian and the table 4•2, [94, p. 477].

## 5. Conclusion and perspectives

To conclude, we resume the main new points of our approach and discuss further possible developments, for instance, to the local Hilbert's 16th problem on a period annulus for polynomial perturbations of any degree.
(1) In this paper, we have represented the set of bifurcation functions (Melnikov functions of any order) by the exceptional divisor $E$ of the canonical blow-up of the Bautin ideal (cf. Proposition 3) and define the corresponding Iliev number $k$, Definition 1. In the particular case of the Kapteyn normal form of quadratic deformations, we have checked that this set is always a vector space (or equivalently that $E_{\lambda}$ is always a projective space). Is it true in general for a polynomial perturbation of any degree?
(2) Our setting allows a quick and systematic computation of the maximal order of the bifurcation function. It does not provide of course a priori information on the number of zeros of this bifurcation function. Many other techniques have been developped for solving this final step. Finding an explicit integral and an integrating factor for the perturbed center allows to represent the bifurcation function as an (iterated) integral over the level set of the first integral (cf. [12, 17]). In the known cases, this bifurcation function is a solution of a differential system and techniques like Chebycheff systems, argument principle can be used. For instance, this number of limit cycles is 2 for generic perturbations of a Hamiltonian in $I_{3}$ ([18]). It is 2 in the perturbation of a generic Lotka-Volterra system in $I_{1}$ and 3 for the Hamiltonian triangle in $I_{1} \cap I_{3}([\mathbf{2 9}, \mathbf{5 0}, \mathbf{6 2}])$, it is less than 5 in the case of generic perturbation of $I_{4}([\mathbf{2 0}, \mathbf{5 8}])$. The case of the perturbation of a generic reversible center in $I_{2}$ is still open. By our setting, we know that computation of the first order bifurcation function is enough in that case.

In view of our computations, we conjecture that if there is a uniform bound $N$ for the number of zeros of the bifurcation functions associated to a family of arcs $A$, then the number of zeros of the bifurcation functions associated to arcs which belong to the closure $\bar{A}$ of $A$ is also less than $N$.

For the Hamiltonian non-generic cases, the intersection $I_{2} \cap I_{3}$ has been fully covered by many contributions including $[\mathbf{3 1}, \mathbf{4 6}],[\mathbf{1 0}, \mathbf{2 6}]$, as well as the intersection $I_{1} \cap I_{3},[\mathbf{5 9}, \mathbf{6 0}]$ and the cyclicity is 2 , except for the Hamiltonian triangle [29].

For the generic cases of $I_{1} \cap I_{2}$, the bound is 2 (cf. [45]).

Henryk Zoladek conjectured in ([61], p. 244) that
The maximal number of limit cycles appearing after perturbation of the system with center as a function of a point of the center manifold is equal to the maximum of the values of the number of zeroes of bifurcation function in a neighborhood of the point in the center manifold.

This conjecture can be reformulated in restriction to each components of the Nash space of $\operatorname{arcs} \operatorname{Arc}\left(B_{I} \mathbb{C}^{n}, E\right)$.
(3) Our setting is well adapted to discuss the confluence phenomenon that we mention in the beginning of paragraph 4 . To explain it in more detail, let us consider first a smooth point $p$ of the stratum $I_{2}$ of the centre manifold. Corresponding to the center $p$, there is an associated logarithmic integral $H$ and an integrating factor $M$. It is enough to consider a bifurcation function of order 1 and it can be represented as a Melnikov-Pontryagin integral over the closed level sets $H=h$. For the essential perturbation defined in Section 4•1, this bifurcation function can be written as:

$$
M_{1}(h)=\lambda_{1} J_{1}(h)+\lambda_{2} J_{2}(h)+\lambda_{5} J_{5}(h)
$$

The set of generic reversible centers can be parametrised by (after a scaling of coordinates, assume $B=2$, then $A=a \in \mathbb{R}, C=b \in \mathbb{R}$ ):

$$
\dot{z}=-\mathrm{i} z+a z^{2}+2|z|^{2}+b \bar{z}^{2} .
$$

Note that $L V \cap R$ or $I_{1} \cap I_{2}$, cannot be described in this chart. The intersection $I_{2} \cap I_{3}$ is given by $a=-1$ and the intersection $I_{2} \cap I_{4}$ by $a=4, b= \pm 2$.

Consider now, generic centers on $I_{2} \cap I_{3}$. We have checked that the family of arcs (4•17) can be used. This means that bifurcation function of second order are enough and that the associated arcs can be described as limits of arcs for $I_{2}$ (or $I_{3}$ ). Explicit computations of Iliev show that when $a=-1$, the integral $I_{5}$ vanishes and that the second order bifurcation function can be choosen as:

$$
\begin{equation*}
M_{2}(h)=\lambda_{1} J_{1}(h)+\lambda_{2} J_{2}(h)+\left.\lambda_{5} \frac{d}{d a} J_{5}(h)\right|_{a=-1} . \tag{5•3}
\end{equation*}
$$

This is an example of what could be called a confluence phenomenon. Consider next, centers on $I_{2} \cap I_{4}$. In that case, we have shown that the arcs (4-18) can be used, and in particular that second-order bifurcation functions are enough. But we have also shown that the family of arcs $(4 \cdot 18)$ can be represented as a limit of the family of arcs (4.19), which are of the type associated with $I_{4}$. The explicit computation made by Iliev in that case matches the deformation of arcs and yields:

$$
\begin{equation*}
M_{2}(h)=\lambda_{1} J_{1}(h)+\lambda_{2} J_{2}(h)+\left.\left[\lambda_{4} \frac{d}{d b} J_{5}(h)+\lambda_{5} \frac{d}{d a} J_{5}(h)\right]\right|_{a=4, b= \pm 2} . \tag{5.4}
\end{equation*}
$$

Similar computations can be made in the case $I_{1} \cap I_{2}$. A center which is in $L V$ corresponds to $B=0, A=1$ (after a scaling) and $C=b+\mathrm{i} c$ :

$$
\dot{z}=-\mathrm{i} z+z^{2}+(b+\mathrm{i} c) \bar{z}^{2} .
$$

Consider a smooth point $p$ of the stratum $I_{1}$ of the centre manifold. Corresponding to the center $p$, there is an associated logarithmic integral $H$ and an integrating factor $M$. It is
enough to consider a bifurcation function of order 1 and it can be represented as a MelnikovPontryagin integral over the closed level sets $H=h$. For the essential perturbation defined in Section $4 \cdot 1$, this bifurcation function can be written as:

$$
\begin{equation*}
M_{1}(h)=\lambda_{1} J_{1}(h)+\lambda_{2} J_{2}(h)+\lambda_{3} J_{3}(h) . \tag{5.6}
\end{equation*}
$$

The generic centers of $I_{1} \cap I_{2}$ corresponds to $c=0$. Iliev showed that $J_{2}(h)$ vanishes on $c=0$. The deformation of arcs (4-15) into (4-16) corresponds to the confluence observed by Iliev [27, corollary 1] :

$$
\begin{equation*}
M_{2}(h)=\lambda_{1} J_{1}(h)+\left.\lambda_{2} \frac{d}{d c} J_{2}(h)\right|_{c=0}+\lambda_{3} J_{3}(h) \tag{5.7}
\end{equation*}
$$

(4) We expect many further developements, for instance for Abel equations [6], or quadratic double centers $[\mathbf{1}, \mathbf{2}, \mathbf{2 2}, \mathbf{2 3}, \mathbf{3 2}, 44]$, where the Bautin ideal is explicitly known.

## Appendix A. Logarithmic first integral and integrating factor

For completeness, we reproduce bellow the original result of Dulac, classifying centers of quadratic plane vector fields. We give then its modern geometric counterpart - Theorem 9. Namely, consider the 12-dimensional vector space $Q$ of polynomial one-forms

$$
\omega=P(x, y) d x+Q(x, y) d y
$$

where $P, Q$ are polynomials of degree two. Each $\omega$ defines a quadratic vector field

$$
X=Q \frac{\partial}{\partial x}-P \frac{\partial}{\partial y} .
$$

Suppose that $X$ (or $\omega$ ) is real and has a a center. In this case, near the center critical point in $\mathbb{R}^{2}$ we have an analytic first integral having a Morse critical point. More generally, we say that a complex analytic plane vector field $X$ (or $\omega$ ) has a Morse critical point, provided that in a neighbourhood of some singular point it has an analytic first integral with Morse critical point. This notion generalizes the notion of a center, and has a meaning for vector fields with complex coefficients. The Dulac's Theorem classifies complex quadratic vector fields having a Morse critical point. A modern account of this is given in Cerveau and Lins Neto [8], and we reproduce it here

Theorem (Dulac [11]). Let $X$ be a complex quadratic vector field with associated one-form $\omega . X$ has a Morse critical point, if and only if $\omega$ falls in one of the following 12 cases:
(a) $\omega=d q, \operatorname{deg} q=3$;
(b) $\omega=p_{1} p_{2} p_{3} \cdot \eta, \eta=\lambda_{1} \frac{d p_{1}}{p_{1}}+\lambda_{2} \frac{d p_{2}}{p_{2}}+\lambda_{3} \frac{d p_{3}}{p_{3}}, \operatorname{deg} p_{1}=\operatorname{deg} p_{2}=\operatorname{deg} p_{3}=1$;
(c) $\omega=p_{1} p_{2} \cdot \eta, \eta=\lambda_{1} \frac{d p_{1}}{p_{1}}+\lambda_{2} \frac{d p_{2}}{p_{2}}, \operatorname{deg} p_{1}=2, \operatorname{deg} p_{2}=1$;
(d) $\omega=p_{1} p_{2} \cdot \eta, \eta=\lambda_{1} \frac{d p_{1}}{p_{1}}+\lambda_{2} \frac{d p_{2}}{p_{2}}+d q, \operatorname{deg} p_{1}=\operatorname{deg} p_{2}=\operatorname{deg} q=1$;
(e) $\omega=p_{1} p_{2} \cdot \eta, \eta=\lambda_{1} \frac{d p_{1}}{p_{1}}+\lambda_{2} \frac{d p_{2}}{p_{2}}+d \frac{q}{p_{1}}, \operatorname{deg} p_{1}=\operatorname{deg} p_{2}=\operatorname{deg} q=1$;
(f) $\omega=p^{3} \cdot \eta, \eta=\frac{d p}{p}+d \frac{q}{p^{2}}, \operatorname{deg} p=1, \operatorname{deg} q=2 ;$
(g) $\omega=p^{2} \cdot \eta, \eta=\frac{d p}{p}+d \frac{q}{p}, \operatorname{deg} p=1, \operatorname{deg} q=2$;
(h) $\quad \omega=p \cdot \eta, \eta=\frac{d p}{p}+d q, \operatorname{deg} p=1, \operatorname{deg} q=2$;
(i) $\omega=p \cdot \eta, \eta=\frac{d p}{p}+d q, \operatorname{deg} p=2, \operatorname{deg} q=1$;
(j) $\omega=f g \cdot \eta, \eta=3 \frac{d f}{f}-2 \frac{d g}{g}, \operatorname{deg} f=2, \operatorname{deg} g=3$.

In the first three cases (a), (b), (c) and in the last one (j) the one-form $\omega$ can be written as

$$
\omega=f_{1} \ldots f_{s}\left(\Sigma_{i=1}^{s} \lambda_{i} \frac{d f_{i}}{f_{i}}\right),
$$

where $f_{i}$ are polynomials with suitable complex coefficients. The first integral $f$ of (A•1) is of logarithmic type $f=f_{1}^{\lambda_{1}} \ldots f_{s}^{\lambda_{s}}$. Following Movasati [51], for given positive integers $d_{1}, \ldots, d_{s}$, we denote by $\mathcal{L}\left(d_{1}, \ldots, d_{s}\right)$ the set of polynomial one-forms $\omega_{0}$ (A•1), where $f_{i}$ are complex polynomials of degree $d_{i}, \lambda_{i} \in \mathbb{C}, i=1, \ldots, s$. The algebraic closure $\overline{\mathcal{L}\left(d_{1}, \ldots, d_{s}\right)}$ of $\mathcal{L}\left(d_{1}, \ldots, d_{s}\right)$ is then an irreducible algebraic subset of the vector space of polynomial one-forms of degree at most $d=\Sigma_{i=1}^{s} d_{i}-1$. It is a remarkable fact, that one-forms of type (d), (e), (f), (g), (h), (i) above are limits of one-forms from the sets (a), (b), (c), (j). This leads to the following simpler formulation of the Dulac's theorem, which is implicit in Zoladek [61, theorem 1], and explicit in Lins Neto [47, theorem 1•1].

THEOREM 9. Let $Q^{\mathbb{C}}$ be the 12-dimensional complex vector space of quadratic plane differential systems. The algebraic closure of the subset of quadratic systems having a Morse critical point is an algebraic subset of $Q^{\mathbb{C}}$ with irreducible decomposition as follows

$$
\overline{\mathcal{L}(3)}, \overline{\mathcal{L}(2,1)}, \overline{\mathcal{L}(1,1,1)}, \overline{\mathcal{L}(3,2)} \cap Q^{\mathbb{C}}
$$

The usual terminology for these four components in the real case is, according to (4.3) : Hamiltonian $H=\overline{\mathcal{L}(3)} \cap Q^{\mathbb{R}}$, reversible $R=\overline{\mathcal{L}(2,1)} \cap Q^{\mathbb{R}}$, Lotka-Volterra $L V=$ $\overline{\mathcal{L}(1,1,1)} \cap Q^{\mathbb{R}}$ and co-dimension four $Q_{4}=\overline{\mathcal{L}(3,2)} \cap Q^{\mathbb{R}}$ component of the center set, respectively. Another terminology is introduced in [33, section 13].

Some more explanation should be given about $Q_{4}$. In that case, associated with $|B|=|C|$ there is a parameter $\alpha=\cos (\xi / 2)$ so that:

$$
\begin{array}{r}
f_{2}=x^{2}+4 y+1 \\
f_{3}=\alpha x\left(x^{2}+6 y\right)+6 y+1,
\end{array}
$$

and it can be checked that the form $\omega_{0}=3 f_{3} d f_{2}-2 f_{2} d f_{3}$ is of degree 2 .
Sketch of the proof of Theorem 9. Let $X$ be a quadratic differential system with associated one-form $\omega$. The cases (a), (b), (c), (j) correspond obviously to $\omega$ in

$$
\mathcal{L}(3), \mathcal{L}(1,1,1), \mathcal{L}(2,1), \mathcal{L}(3,2) \cap Q^{\mathbb{C}}
$$

When the parameter $\varepsilon$ tends to 0 , the one-form

$$
\omega_{\varepsilon}=p_{1} p_{2}(1+\varepsilon q)\left(\lambda_{1} \frac{d p_{1}}{p_{1}}+\lambda_{2} \frac{d p_{2}}{p_{2}}+\frac{1}{\varepsilon} \frac{d(1+\varepsilon q)}{1+\varepsilon q}\right) \in \mathcal{L}(1,1,1)
$$

tends to

$$
\omega_{0}=p_{1} p_{2} \cdot \eta_{0}, \eta_{0}=\lambda_{1} \frac{d p_{1}}{p_{1}}+\lambda_{2} \frac{d p_{2}}{p_{2}}+d q
$$

which shows that in the case (d) the one-forms $\omega$ belong to $\overline{\mathcal{L}(1,1,1)}$. Similarly, the oneform $\omega_{\varepsilon}=p_{1} p_{2}\left(p_{1}+\varepsilon q\right) \cdot \eta_{\varepsilon} \in \mathcal{L}(1,1,1)$ where

$$
\eta_{\varepsilon}=\lambda_{1} \frac{d p_{1}}{p_{1}}+\lambda_{2} \frac{d p_{2}}{p_{2}}+\frac{1}{\varepsilon}\left(\frac{d\left(p_{1}+\varepsilon q\right)}{p_{1}+\varepsilon q}-\frac{d p_{1}}{p_{1}}\right)
$$

tends to the form

$$
\omega_{0}=p_{1} p_{2} \cdot \eta_{0}, \eta_{0}=\lambda_{1} \frac{d p_{1}}{p_{1}}+\lambda_{2} \frac{d p_{2}}{p_{2}}+d \frac{q}{p_{1}}, \operatorname{deg} p_{1}=\operatorname{deg} p_{2}=\operatorname{deg} q=1
$$

This shows that in the case $(e)$ the one forms $\omega$ belong to $\overline{\mathcal{L}(1,1,1)}$. The remaining cases (f)-(i) are treated in a similar way, and they all belong to $\overline{\mathcal{L}(1,2)}$.

Finally, the irreducibility of the algebraic sets $\overline{\mathcal{L}(3)}, \overline{\mathcal{L}(2,1)}, \overline{\mathcal{L}(1,1,1)}$ follows from the fact that they are naturally parameterised by the coefficients of the polynomials $p_{i}$ and the exponents $\lambda_{j}$. The irreducibility of $\overline{\mathcal{L}(3,2)} \cap Q^{\mathbb{C}}$ follows from the parameterisation (A•2).

Acknowledgements. The authors thank the referee for the valuable remarks. JPF was supported by the SJTU-INS Research Project for Visiting Scholar. LG has been partially supported by the Grant No DN 02-5/2016 of the Bulgarian Fund "Scientific Research". DX is supported by the NSFC grants (No. $11431008 \& N o .11371248$ ).

## REFERENCES

[1] E. A. Andronova. On the topology of quadratic systems with four (or more) limit cycles. Uspekhi Mat. Nauk 41 (1986), no. 2(248), 183-184.
[2] E. A. Andronova. Some topological structures of quadratic systems with at least four limit cycles. Methods of qualitative theory of differential equations and related topics, Supplement, 197-204, Amer. Math. Soc. Transl. Ser. 2, 200 (Amer. Math. Soc., Providence, RI, 2000).
[3] N. N. Bautin. Du nombre de cycles limites en cas de variation de coefficients d'un état d'équation du type foyer ou centre. Dokl. Acad. Nauk USSR 24 (1939), 669-672.
[4] N. N. BaUtin. On the number of limit cycles which appear with the variation of coefficients from an equilibrium position of focus or center type, American Math. Soc. Translation (1954) 100, 19 pp (Russian original: Mat. Sb. 30 (1952), 181-196).
[5] G. Binyamini, D. Novikov and S. Yakovenko. On the number of zeros of Abelian integrals. A constructive solution of the infinitesimal Hilbert sixteenth problem. Invent. Math. 181 (2010), no. 2, 227-289.
[6] M. Briskin, J.-P. Françoise and Y. Yomdin. The Bautin ideal of the Abel equation. Nonlinearity 11(1998), 431-443.
[7] A. Buica, J. Giné and M. Grau. Essential perturbations of polynomial vector fields with a period annulus. Commun. Pure Appl. Anal., vol. 14 (2015), 1073-1095.
[8] D. Cerveau and A. Lins Neto. Irreducible components of the space of holomorphic foliations of degree two in $\mathbb{C P}(n), n \geq 3$. Ann. of Math. (2), 143(3) (1996) 577-612.
[9] C. Chicone and M. Jacobs. Bifurcation of limit cycles from quadratic isochrones. J. Differential Equations 91 (1991), 268-326.
[10] S. N. Chow, C. Li and Y. Yi. The cyclicity of period annuli of degenerate quadratic Hamiltonian systems with elliptic segment loops. Ergodic Theory Dynam. Systems 22 (2002), no. 2, 349-374.
[11] H. Dulac. Détermination et intégration d'une certaine classe d'équations différentielles ayant pour point singulier un centre. Bull. Sci. Math. Sér. 2, 32 (1908), 230-252.
[12] J.-P. Françoise. Successive derivatives of a first return map, application to the study of quadratic vector fields Ergodic Theory Dynam. Systems 16 (1996), 87-96.
[13] J.-P. Françoise and D. Xiao. Perturbation of a symmetric center within Liénard equations. J. Differential Equations 259 (2015), 2408-2429.
[14] J.-P. Françoise and C. C. Pugh. Keeping track of limit cycles. J. Differential Equations, 65 (1986), 139-157.
[15] J.-P. Françoise and Y. Yomdin. Bernstein inequalities and applications to analytic geometry and differential equations. J. Funct. Anal 146 (1997), no. 1, 185-205.
[16] L. Gavrilov. Cyclicity of period annuli and principalization of Bautin ideals. Ergodic Theory Dynam. Systems 28 (2008), 1497-1507.
[17] L. Gavrilov. Higher order Poincaré-Pontryagin functions and iterated path integral. Annales Fac des Sciences de Toulouse, Maths. 14 (2005), 663-682.
[18] L. Gavrilov. The infinitesimal 16th Hilbert problem in the quadratic case. Invent. Math. 143 (2001), no. 3, 449-497.
[19] L. GaVrilov and I. D. ILIEV. The displacement map associated to polynomial unfoldings of planar Hamiltonian vector fields. Amer. J. Math. 12 (2005), 1153-1190.
[20] L. Gavrilov and I. D. Iliev Quadratic perturbations of quadratic codimension-four centers. J. Math. Anal. Appl. 357 (2009), no. 1, 69-76.
[21] L. Gavrilov and D. Novikov. On the finite cyclicity of open period annuli. Duke Math. J. 152(1) (2010), 1-26.
[22] M. Gentes. Bifurcations d'ordre supérieur, cycles limites et intégrabilité. Thèse de doctorat de l'Université P.-M. Curie 2009.
[23] M. Gentes. Center conditions and limit cycles for the perturbation of an elliptic sector. Bull. Sci. Math. 133 (2009), 597-643.
[24] R. Hartshorne. Algebraic Geometry. Graduate Texts in Mathematics, no. 52 (Springer-Verlag, New York-Heidelberg, 1977).
[25] M. Hickel. Sur quelques aspects de la géométrie de l'espace des arcs tracés sur un espace analytique. Annales Fac des Sciences de Toulouse, Maths. 14 (2005), 1-50.
[26] E. Horozov and I. D. Iliev. On the number of limit cycles in perturbations of quadratic Hamiltonian systems. Proc. London Math. Soc. (3) 69 (1994), no. 1, 198-224.
[27] I. D. ILIEV. Perturbations of quadratic centers. Bull. Sci. Math. 122 (1998) 2, 107-161.
[28] I. D. ILIEV. The number of limit cycles due to polynomial perturbations of the harmonic oscillator. Math. Proc. Camb. Phils. Soc. 127 (1999), no. 2, 317-322.
[29] I. D. IlIEV. The cyclicity of the period annulus of the quadratic Hamiltonian triangle. J. Differential Equations 128 (1996), 309-326.
[30] I. D. ILIEV. Higher-order Melnikov functions for degenerate cubic hamiltonians. Adv. Differential Equations 1 (1996), 689-708.
[31] I. D. Iliev, Chengzhi Li and Jiang Yu. Bifurcations of limit cycles in a reversible quadratic system with a center, a saddle and two nodes. Commun. Pure Appl. Anal. 9 (2010), no. 3, 583-610.
[32] I. D. Iliev, C. Li and J. Yu. Bifurcations of limit cycles from quadratic non-Hamiltonian systems with two centres and two unbounded heteroclinic loops. Nonlinearity 18 (2005), no. 1, 305-330.
[33] Y. ILYASHENKO and S. YAKOVENKO. Lectures on analytic differential equations. Graduate Studies in Mathematics, vol 86 (American Mathematical Society, Providence, RI, 2008).
[34] S. Ishil and J. Kollar. The Nash problem on arc families of singularities. Duke Math. J. 120 (2003) 601-620.
[35] A. Jebrane, P. Mardesic and M. Pelletier. A generalization of Francoise's algorithm for calculating higher order Melnikov functions. Bull. Sci. Math. 126 (2002), 705-732.
[36] A. Jebrane, P. Mardesic and M. Pelletier. A note on a generalization of Francoise's algorithm for calculating higher order Melnikov functions. Bull. Sci. Math. 128 (2004), 749-760.
[37] A. Jebrane and H. Zoladek. A note on higher-order Melnikov functions. Qual. Theory Dyn. Syst. 6, (2007) 273-287.
[38] J. M. Johnson and J. Kollár. Arcology. Amer. Math. Monthly 123(6) (2016), 519-541.
[39] J. Kollár. Lectures on Resolution of Singularities, vol. 166 (Princeton University Press, Princeton, NJ, 2007).
[40] M. Lejeune-Jalabert. Courbes tracées sur un germe d'hypersurface. Amer. J. Math., 112 (1990), 525-568.
[41] M. Lejeune-Jalabert. On arcs and jets. Proceedings of Congreso del centenario de la RSME en Avilà (2011).
[42] M. Lejeune-Jalabert and B. Teissier. Clôture intégrale des idéaux et équisingularité. Ann. Fac. Sci. Toulouse, Math. (6), 17(4) (2008), 781-859.
[43] M. Lejeune-Jalabert and A. J. Reguera-Lopez. Arcs and wedges on sandwiched surface singularities. Amer. J. Math. 121 (1999), no. 6, 1191-1213.
[44] Li Chengzhi and J. Llibre. Quadratic perturbations of a quadratic reversible Lotka-Volterra system. Qual. Theory Dyn. Syst. 9 (2010), no. 1-2, 235-249
[45] Li Chengzhi and J. LLibre. The cyclicity of period annulus of a quadratic reversible Lotka-Volterra system. Nonlinearity 22 (2009), no. 12, 2971-2979.
[46] Li Chengzhi and J. Llibre. A unified study on the cyclicity of period annulus of the reversible quadratic Hamiltonian systems. J. Dynam. Differential Equations 16 (2004), no. 2, 271-295.
[47] A. Lins Neto. Foliations with a Morse center. J. Singul. 9 (2014), 82-100,
[48] F. Loeser. Seattle lectures on motivic integration. Proc. Sympo. Pure Math., vol. 80.2 (2009), 745-784.
[49] S. Lojasiewicz, J. Tougeron and M.-A. Zurro. Eclatements des coefficients des séries entières et deux théorèmes de Gabrielov. Manuscripta Math. 92 (1997), 325-337.
[50] P. Mardesic, M. Saavedra M. Uribe and M. Wallace. Unfolding of the Hamiltonian triangle vector field, J. Dyn. Control Syst. 17 (2011), no. 2, 291-310.
[51] H. Movasati. Center conditions: rigidity of logarithmic differential equations. J. Differential Equations 197 (2004), no. 1, 197-217.
[52] John F. NASH Jr. Arc structure of singularities. Preprint Fine Library, Princeton, (1968) A celebration of John F. Nash Jr. Duke Math. J. 81(1995), 31-38.
[53] A. Nobile. On Nash theory of arc structure of singularities. Ann. Mat. pura appl., (IV), vol. CLX (1991), 129-146.
[54] L. Perko. Differential equations and dynamical systems. Third edition. Texts in Applied Mathematics, 7 (Springer-Verlag, New York, 2001), xiv+553 pp.
[55] R. Roussarie. Bifurcation of planar vector fields and Hilbert's sixteenth problem. Progr. Math. vol 164 (Birkhäuser Verlag, Basel, 1998).
[56] R. Roussarie. Melnikov Functions and Bautin Ideal. Qual. Theory Dynam. Syst. 2. (2001), 67-78.
[57] D. Schlomiuk. Algebraic particular integrals, integrability and the problem of the center. Trans. Amer. Math. Soc., vol. 338 (1993), 799-841.
[58] Y. ZHAO. On the number of limit cycles in quadratic perturbations of quadratic codimension-four centres. Nonlinearity 24 (2011), no. 9, 2505-2522.
[59] Y. Zhao, Z. Liang and G. Lu. The cyclicity of the period annulus of the quadratic Hamiltonian systems with non-Morsean point. J. Differential Equations 162 (2000), no. 1, 199-223.
[60] Y. ZHAO and S. ZHU. Perturbations of the non-generic quadratic Hamiltonian vector fields with hyperbolic segment. Bull. Sci. Math. 125 (2001), no. 2, 109-138.
[61] H. Zoladek. Quadratic systems with center and their perturbations. J. Differential Equations 109, (1994), 223-273.
[62] H. ZOLADEK. Melnikov functions in quadratic perturbations of generalized Lotka-Volterra systems. J. Dyn. Control Syst. 21 (2015), no. 4, 573-603.

