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Abstract. We continue to explore the consequences of the so-called intertwinings be-
tween gradients and Markov diffusion operators on Rd in terms of Brascamp–Lieb type in-
equalities for log-concave distributions and beyond, extending our inequalities established
in a previous paper. First, we identify the extremal functions in the so-called generalized
Brascamp–Lieb inequalities, an issue left open in our previous work. Moreover, we derive
new generalized Brascamp–Lieb inequalities of second order from which some new lower
bounds on the (d + 1)th positive eigenvalue of the associated Markov diffusion operator
are deduced. We apply our spectral results to perturbed product probability measures,
freeing us from Helffer’s classical method based on uniform spectral estimates for the
one-dimensional conditional distributions. In particular we exhibit new examples involv-
ing some non-classical nearest-neighbour interactions, for which our spectral estimates
turn out to be dimension-free.

1. Introduction. Continuing our previous study [1], the purpose of
these notes is to further explore the consequences in terms of spectral-type
functional inequalities of the so-called intertwinings between gradients and
Markov diffusion operators of the form

Lf := ∆f − (∇V )T ∇f.
Here V is some nice potential on Rd such that the measure µ with Lebesgue
density proportional to e−V is the unique invariant probability measure. Ac-
tually, the intertwining approach revealed to be a powerful tool to establish
Poincaré and Brascamp–Lieb-type inequalities for such an operator, giving
some important information on its spectrum and more precisely on its spec-
tral gap λ1. Recall that the principle of the intertwining is to write the
gradient of a given diffusion operator as a matrix operator of Schrödinger
type acting on the gradient, and then to exploit the specific properties of
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this alternative operator. In [1] our idea was to consider in the intertwining
a weighted gradient instead of the classical Euclidean gradient, the weight
being given by multiplication by an invertible matrix A depending on the
space variable. As a result, the presence of this weight enabled us to address
Brascamp–Lieb type inequalities for many different Markovian dynamics in-
cluding the log-concave case, i.e. V being convex, and beyond, each situation
of interest corresponding more or less to a convenient choice of the weight A.

In the recent years, there have been various extensions of the Brascamp–
Lieb inequality taking different forms, which can be established by several
methods in connection with optimal transport and celebrated conjectures
such as the (B) and KLS conjectures. See for instance the following non-
exhaustive list of articles: [18, 14, 17, 6, 24, 8, 27, 25, 7] and mainly the
recent paper of Cordero-Erausquin [13] in which, using mass transporta-
tion techniques, he established among other things the following improved
Brascamp–Lieb inequality: if V is strictly convex in the sense that the Hes-
sian matrix ∇2V is positive-definite, then for every smooth centered func-
tion f orthogonal to the coordinate functions in L2(µ),

�

Rd

f2 dµ ≤
�

Rd

(∇f)T (∇2V + λ1I)
−1∇f dµ,

where I is the identity matrix. The terminology “second-order Brascamp–
Lieb inequality” is naturally used to qualify such an inequality since it is
related to a higher-order eigenvalue than the spectral gap λ1 and might be
obtained from a Poincaré inequality applied at the level of gradients. In-
deed, although not mentioned in [13], a straightforward consequence of this
inequality combined with the famous Courant–Fischer Theorem is the fol-
lowing lower bound on the (d+1)th positive eigenvalue when V is uniformly
convex:

λd+1 ≥ λ1 + inf
Rd
ρ(∇2V ),

where ρ(∇2V ) denotes the smallest eigenvalue of the matrix ∇2V . The in-
dex d + 1 is relevant since the multiplicity of the spectral gap λ1, when it
is attained, is at most the dimension d, as noticed by Barthe and Cordero-
Erausquin [3], following an argument of Klartag [24] (the original result
covers the more general strictly convex situation). Although optimal in the
standard Gaussian case V = | · |2/2, for which λ1 = 1 is of maximal multi-
plicity d and λd+1 = 2, there is still room for extension of these results, in
particular with a view to relaxing the uniform convexity assumption on the
potential V .

Actually, Cordero-Erausquin’s paper [13], which is reminiscent of his pre-
vious work with Barthe [3], is the starting point of the present paper. Indeed,
we intend to make a further step in this direction by addressing these is-
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sues in more general situations and to investigate the spectral consequences
of these inequalities. Our approach, different from Cordero-Erausquin’s but
more comparable to that used in [3], is based on the L2 method of Hörman-
der [21] and offers, among other things, the following novelty:

• we study the optimality in the generalized Brascamp–Lieb inequality de-
rived in our previous paper [1], where such a problem was left open;
• in the spirit of Cordero-Erausquin’s inequality, we establish second-order

generalized Brascamp–Lieb inequalities, from which a convenient lower
bound for the higher eigenvalue λd+1 is deduced for not necessarily uni-
formly convex potentials;
• we clarify two centering conditions appearing previously in the literature

for uniformly convex potentials;
• we study some perturbation of product probability measures and prove

that they satisfy some dimension-free spectral estimates.

For instance, a result illustrating the last point concerns the so-called stan-
dard Gaussian product probability measure with quartic interaction. It ex-
hibits a Gaussian part perturbed by a quartic nearest-neighbour interaction.

Proposition 1.1. Assume that the potential V is of the form

V (x) :=
d∑
i=1

x2i
2

+ J
d∑
i=1

x2ix
2
i+1, x ∈ Rd, xd+1 := x1,

where J ≥ 0. Then:

• there exist explicit constants J0 > 0 and C > 0 such that for any J ∈ [0, J0]
we have λ1 ≥ C;
• there exist explicit constants J̃0 ∈ (0, J0) and C̃ > C such that for any
J ∈ [0, J̃0] we have λd+1 ≥ C̃.

All these constants are independent of the dimension.

Let us describe the content of the paper. In Section 2, we recall some
basic material on Markov diffusion operators together with the underlying
spectral quantities of interest. We also recall the notion of intertwinings be-
tween gradients and Markov diffusion operators used in our previous work [1].
Section 3 is then devoted to characterizing the extremal functions in the gen-
eralized Brascamp–Lieb inequality, an issue left open in [1]. In Section 4, we
derive second-order generalized Brascamp–Lieb inequalities and explore their
spectral consequences by proposing a new lower bound on λd+1. A clarifica-
tion on the different centering conditions appearing in the literature in the
uniformly convex case is also provided. Finally, in Section 5 we apply our
spectral estimates and discuss some examples of perturbed product probabil-
ity measures. The results we obtain for these examples, even for the spectral
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gap, constitute an important part of the paper. Our approach offers a credible
alternative to Helffer’s classical method based on uniform spectral estimates
for the one-dimensional conditional distributions. In particular, we exhibit
two examples involving some strong and non-classical nearest-neighbour in-
teractions, namely the standard Gaussian product probability measure with
quartic interaction emphasized above and the Subbotin distribution with
convex Lipschitz interaction, for which our spectral estimates reveal to be
dimension-free.

2. Preliminaries

2.1. Basic material. Let C∞(Rd,R) be the space of infinitely differen-
tiable real-valued functions on the Euclidean space (Rd, | · |), d ≥ 2, and let
C∞0 (Rd,R) be the subspace of C∞(Rd,R) of compactly supported functions.
Denote by ‖ · ‖∞ the essential supremum norm with respect to the Lebesgue
measure. We consider the Markov diffusion operator defined on C∞(Rd,R)
by

Lf := ∆f − (∇V )T ∇f,
where V is some smooth potential on Rd. Above, ∆ and ∇ stand respec-
tively for the Euclidean Laplacian and gradient, and the symbol T means
the transpose of a column vector (or a matrix). If e−V is Lebesgue inte-
grable on Rd, a condition which will be assumed throughout the paper, then
we denote by µ the probability measure with Lebesgue density proportional
to e−V on Rd. The operator L, which is symmetric with respect to µ, that
is, for all f, g ∈ C∞0 (Rd,R),�

Rd

fL g dµ =
�

Rd

Lf g dµ = −
�

Rd

(∇f)T ∇g dµ,

is non-positive on C∞0 (Rd,R). By completeness, the operator is essentially
self-adjoint, i.e. it admits a unique self-adjoint extension (still denoted L)
with domain D(L) ⊂ L2(µ) in which the space C∞0 (Rd,R) is dense for the
norm induced by L. By the spectral theorem it generates a unique strongly
continuous symmetric semigroup (Pt)t≥0 (= (etL)t≥0) on L2(µ) which is
ergodic in the sense that for every f ∈ L2(µ), Ptf converges to µ(f) in
L2(µ). Here and hereafter, for a given function g ∈ L1(µ) the notation µ(g)
stands for the integral

	
Rd g dµ.

Recall that the spectrum σ(−L) of the operator −L is divided into two
parts: the essential spectrum, that is, the set of limit points in σ(−L) and
eigenvalues with infinite multiplicity, and the discrete spectrum, i.e., the com-
plement of the essential spectrum, consisting of isolated eigenvalues with
finite multiplicity. All the elements of the spectrum, called eigenvalues in
what follows by abuse of language, are counted with their multiplicities.
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Then the Courant–Fischer Theorem [28] gives us variational formulae for
the eigenvalues below the bottom of the essential spectrum. More precisely,
the first eigenvalue is λ0 = 0, possibly embedded in the essential spectrum,
the constants being the associated eigenfunctions. Letting ⊥ denote the or-
thogonality in L2(µ), if for every n ∈ N∗ we set

λn := sup
g0,...,gn−1∈L2(µ)

inf
f∈D(L)

f⊥gi, i=0,...,n−1

−
	
Rd fLf dµ	
Rd f2 dµ

,

then either λn is located below the bottom of the essential spectrum and
thus it is actually the nth positive eigenvalue of the discrete spectrum, or it
is itself the bottom of the essential spectrum, all the λm coinciding with λn
when m ≥ n, and there are at most n−1 positive eigenvalues in the discrete
spectrum below. The supremum is realized when the gi are the associated
eigenfunctions, and this is the case at least if the spectrum is discrete, for
instance when the potential V is uniformly convex, i.e., the smallest eigen-
value ρ(∇2V ) of the Hessian matrix of V is bounded from below (in space)
by some positive constant. Note moreover that by a density argument the
infimum above might be taken over C∞0 (Rd,R) instead of D(L).

The variational formula above leads to the following observation: if the
Poincaré-type inequality

λ
�

Rd

f2 dµ ≤ −
�

Rd

f Lf dµ

with constant λ > 0 holds for every function f ∈ C∞0 (Rd,R) such that f ⊥ gi
for some functions gi in L2(µ), i = 0, . . . , n− 1, g0 being constant, then we
have the lower estimate

λn ≥ λ.

As usual, the case n = 1 corresponds to the classical Poincaré inequality
and involves the so-called spectral gap λ1, governing the exponential speed
of convergence in L2(µ) of the semigroup (Pt)t≥0. For instance there exists
a spectral gap as long as the potential V is convex [23, 5]. This is also
the case when V is only convex at infinity, at the price of a perturbation
argument [26].

2.2. Intertwinings. Now we turn our attention to the notion of inter-
twining studied in [1]. Denote by L the diagonal matrix operator

L :=


L

. . .

L

 ,
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which acts naturally on the space C∞(Rd,Rd) of smooth vector fields F :
Rd → Rd. Let us start from the classical intertwining, which is the following:
for every f ∈ C∞(Rd,R),

(2.1) ∇Lf = L∇2V (∇f),

where L∇2V :=L−∇2V is a Schrödinger-type operator acting on C∞(Rd,Rd),
the Hessian matrix ∇2V being understood as a multiplicative operator. Such
an intertwining between the gradient and operators is the Euclidean counter-
part of the famous Weitzenböck formula for differential forms which appeared
a long time ago in Riemannian geometry. Actually, (2.1) is the infinitesimal
version of a semigroup identity involving the so-called tangent process aris-
ing in probability theory. Such a stochastic interpretation, which is part of
the folklore and can be traced back to the 70’s, yields a bridge to the famous
Bismut formulae and the Malliavin calculus. In a few words, this method
consists mainly in differentiating the semigroup (Pt)t≥0 associated to the
Markov process (Xx

t )t≥0 solution to the stochastic differential equation

dXx
t =
√
2 dBt −∇V (Xx

t )dt, Xx
0 = x ∈ Rd,

where (Bt)t≥0 is a standard Brownian motion on Rd, and writing the result as
an alternative semigroup acting on the gradient, which involves the derivative
of the mapping x 7→ Xx

t , known as the tangent process.
To finish this short introduction to the classical intertwining, let us men-

tion that the operator L∇2V appearing in (2.1) is symmetric on the subspace
C∞0 (Rd,Rd) of smooth compactly supported vector fields on Rd, i.e., for all
F,G ∈ C∞0 (Rd,Rd), �

Rd

F TL∇2VGdµ =
�

Rd

(L∇2V F )TGdµ.

Moreover, as noticed by Johnsen in [22], when rewriting it as (the negative
of) a Hodge Laplacian, the operator L∇2V is also non-positive on C∞0 (Rd,Rd).

As announced, we now focus on the intertwining relation emphasized
in [1], which is a generalization of (2.1) in the sense that we introduce a
matrix weight in this formula to obtain more flexibility in the forthcoming
analysis: given A : Rd →Md×d(R) a smooth invertible matrix, we have the
following intertwining between weighted gradient and operators: for every
f ∈ C∞(Rd,R),

(2.2) A∇Lf = LMA
A (A∇f),

where LMA
A (·) := AL∇2V (A−1 ·), i.e., the operator LMA

A acting on C∞(Rd,Rd)
is obtained from L∇2V by conjugating with the matrix A (the matrix version
of the so-called Doob h-transform for probabilists, with h = A−1). Rewriting
it as a Schrödinger-type operator, we have LMA

A = LA − MA (justifying
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a posteriori the presence of MA in the definition of LMA
A ), where the not

necessarily diagonal operator LA is defined on C∞(Rd,Rd) as
LAF := LF + 2A∇A−1∇F,

the quantities ∇A−1 and ∇F being defined respectively as the matrix and
vector of gradients (∇ai,j)i,j=1,...,d and (∇Fi)i=1,...,d if A−1 = (ai,j)i,j=1,...,d,
and ∇A−1∇F is a vector field defined by contraction as

(∇A−1∇F )i :=
d∑
j=1

(∇ai,j)T ∇Fj , i = 1, . . . , d.

The matrix MA, seen as a multiplicative operator, is given by

MA := A∇2V A−1 −ALA−1,
where LA−1 stands for the matrix (Lai,j)i,j=1,...,d if A−1 := (ai,j)i,j=1,...,d.
The identity (2.2) is a generalization of the classical intertwining in the sense
that the choice A = I reduces it to (2.1).

Let us turn to the properties of symmetry and non-positivity of the op-
erators LMA

A and LA. Let S be the positive-definite matrix S := (AAT )−1

and denote by L2(S, µ) the space consisting of vector fields F such that

‖F‖L2(S,µ) :=
√ 	

Rd

F TSF dµ <∞.

First, since L∇2V and LMA
A are conjugate operators, the second one inherits

from the first one the symmetry and non-positivity on C∞0 (Rd,Rd), but with
respect to the scalar product of L2(S, µ), i.e., for all F,G ∈ C∞0 (Rd,Rd),�

Rd

F TSLMA
A Gdµ =

�

Rd

F T (AAT )−1AL∇2V (A−1G) dµ

=
�

Rd

(A−1F )TL∇2V (A−1G) dµ.

As a result, the operator is essentially self-adjoint on C∞0 (Rd,Rd) and admits
a unique extension (denoted LMA

A ) with domain D(LMA
A ). Dealing now with

the operator LA, we deduce from the symmetry of LMA
A that it is symmetric

on C∞0 (Rd,Rd) in L2(S, µ) if and only if the multiplicative operator MA is,
i.e., if and only if one of the following equivalent assertions is satisfied:

• the matrix (A−1)TLA−1 is symmetric;
• the matrix SMA is symmetric;
• the matrix ∇2V − LA−1A is symmetric.

However it is not clear that such a set of equivalent assumptions implies
the non-positivity of LA (in contrast to what we claimed too quickly in [1]).
In order for the operator LA to be both symmetric and non-positive on
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C∞0 (Rd,Rd), one makes the following slightly stronger assumption:

(S) the matrix (A−1)T ∇A−1 is symmetric.

Indeed, in this case, as shown in [1], for all F,G ∈ C∞0 (Rd,Rd) we have
�

Rd

(LAF )TSGdµ = −
�

Rd

(∇F )TS∇Gdµ,

where

(∇F )TS∇G :=
d∑

i,j=1

(∇Fi)TSi,j∇Gj .

Note that a direct way to observe that (S) is a stronger assumption than
the three equivalent ones mentioned above is to take divergence on both
sides of the identity characterizing (S) to get the symmetry of the matrix
(A−1)T∆A−1, and thus that of (A−1)TLA−1 by adding the drift term in-
volving the gradient of V .

Finally, under (S) the operatorLA is essentially self-adjoint on C∞0 (Rd,Rd)
and admits a unique extension (still denoted LA) with domain D(LA) ⊂
L2(S, µ).

To close this section, we mention that although requiring (S) seems to
be a bit strange, it is satisfied for instance when the matrix A is chosen to
be diagonal, allowing one to cover many interesting situations as we will see
in Section 5.

3. Optimality in the generalized Brascamp–Lieb inequality. As
observed in our previous paper [1], the intertwining approach has many in-
teresting consequences in terms of functional inequalities and among them
Brascamp–Lieb-type inequalities. This section is devoted to characterizing
the extremal functions in the generalized Brascamp–Lieb inequality estab-
lished in [1], where that issue was left open.

Recall first that the classical Brascamp–Lieb inequality [11] stands as
follows: if the potential V is strictly convex in the sense that the Hessian
matrix ∇2V is positive-definite, then for every sufficiently smooth function f
which is centered, that is, orthogonal to the constants in L2(µ), we have

�

Rd

f2 dµ ≤
�

Rd

(∇f)T (∇2V )−1∇f dµ.

In contrast to the classical Poincaré inequality, such an inequality always
admits extremal functions given by f = cT∇V for some constant vector
c ∈ Rd.

Based on the intertwining approach, the generalized Brascamp–Lieb in-
equality established in [1] is stated as follows.
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Theorem 3.1. Assume (S) and that the symmetric matrix ∇2V −LA−1A
is positive-definite (at each point of Rd). Then for any sufficiently smooth
centered function f ,

(3.1)
�

Rd

f2 dµ ≤
�

Rd

(∇f)T (∇2V − LA−1A)−1∇f dµ.

As expected, the classical Brascamp–Lieb inequality is recovered by choos-
ing the identity matrix A = I. One of the motivations of the generalized
Brascamp–Lieb inequality above resides in its connection with the following
spectral estimate, also appearing in [1]. Below, the quantity ρ(M) denotes
the smallest eigenvalue of a given positive-definite matrix M .

Theorem 3.2. Assume (S) and that the symmetric matrix ∇2V −LA−1A
is uniformly (in space) bounded from below, in the sense of symmetric ma-
trices, by some positive constant. Then we have the following lower bound on
the spectral gap:

(3.2) λ1 ≥ inf
Rd
ρ(∇2V − LA−1A).

Hence the aim is to find a convenient matrix A satisfying the assumption
(S) so that the right-hand side in (3.2) is positive and gives relevant infor-
mation on the spectral gap. In particular, such an investigation is related to
the question of optimality in the generalized Brascamp–Lieb inequality (3.1),
a problem to which we now turn. It corresponds to the first new result of
this paper.

For a given diffeomorphismH ∈ C∞(Rd,Rd), we denote by JH its (invert-
ible) Jacobian matrix. Our key observation is the following: if the matrix A
is of the form A := (JTH)

−1 for some diffeomorphism H ∈ C∞(Rd,Rd), then
a straightforward computation entails the identity
(3.3) ∇2V − LA−1A = −JTLH(JTH)−1.
Such a formula, which is nothing but a version of the classical intertwining
(2.1) applied at the level of matrices,

JTLH = LJTH −∇2V JTH ,

is the multi-dimensional version of the practical criterion emphasized in the
one-dimensional case by the authors in [8, 10]. Such an identity will be used
many times below. As announced, our first main result is the following.

Theorem 3.3. Let A be a matrix of the form A := (JTH)
−1 for some

diffeomorphism H ∈ C∞(Rd,Rd). Assume (S) and that the symmetric matrix
in (3.3) is positive-definite. Then equality holds in (3.1) if and only if the
smooth centered function f is of the form

f = vTLH
for some constant vector v ∈ Rd.



10 M. Bonnefont and A. Joulin

Proof. The proof is based on a convenient representation of the L2 norm
enabled by the intertwining (2.2), in the spirit of the L2 method of Hör-
mander. For simplicity, let us keep first the notation A. At the price of an
approximation procedure (cf. [1]), we might assume that the smallest eigen-
value of the symmetric matrix∇2V −LA−1A is bounded from below by some
positive constant, so that by Theorem 3.2 the operator−L has a spectral gap,
i.e., λ1 > 0. In that case, for every sufficiently smooth centered function f ,
there exists a unique smooth centered solution g := −

	∞
0 Ptf dt ∈ D(L)

to the Poisson equation f = Lg (recall that the spectral gap encodes the
exponential decay in L2(µ) of the semigroup (Pt)t≥0).

Fix such a function f . Using then integration by parts and the intertwin-
ing relation (2.2), we have�

Rd

f2 dµ =
�

Rd

f2 dµ−
�

Rd

(f − Lg)2 dµ = 2
�

Rd

fLg dµ−
�

Rd

(Lg)2 dµ

= −2
�

Rd

(∇f)T∇g dµ+
�

Rd

(∇g)T∇Lg dµ

= −2
�

Rd

(A∇f)TSA∇g dµ+
�

Rd

(A∇g)TSA∇Lg dµ

= −2
�

Rd

(A∇f)TSA∇g dµ+
�

Rd

(A∇g)TSLMA
A (A∇g) dµ

=
�

Rd

(A∇g)TSLA(A∇g) dµ+
�

Rd

(A∇f)TSM−1A A∇f dµ

−
�

Rd

(A∇f +MAA∇g)TSM−1A (A∇f +MAA∇g) dµ,

where we have used the symmetry of the matrix SMA to get the last equality
(recall that it is a consequence of the assumption (S)). Now, rewriting the
intertwining (2.2) gives

A∇f +MAA∇g = LA(A∇g),
and a straightforward computation leads to the identity

ATSM−1A A = (∇2V − LA−1A)−1,
so that we obtain the following representation of the L2 norm:�

Rd

f2 dµ =
�

Rd

(A∇g)TSLA(A∇g) dµ+
�

Rd

(∇f)T (∇2V − LA−1A)−1∇f dµ

−
�

Rd

(A−1LA(A∇g))T (∇2V − LA−1A)−1A−1LA(A∇g) dµ.

Since under (S) the operator LA is non-positive, equality holds in (3.1) if
and only if the first and third terms on the RHS vanish, i.e., LA(A∇g)
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= 0. In other words, the vector A∇g is an eigenfunction associated to the
eigenvalue 0 for the operator LA, meaning that A∇g = v for some constant
vector v ∈ Rd, or equivalently ∇g = A−1v. Finally, since A = (JTH)

−1 for
some diffeomorphism H ∈ C∞(Rd,Rd), the centered function g is given by

g = vTH −
�

Rd

vTH dµ,

which implies the following identity for the centered function f :

f = vTLH.
The proof of the optimality result is now complete.

Looking carefully at the proof, we observe that if the matrix A is not
taken as the inverse of the Jacobian matrix of a diffeomorphism, then it
may happen that there does not exist a function f saturating (3.1) since the
vector A−1v has no reason a priori to be a gradient. Moreover, note that
(S) might not be satisfied for every choice of diffeomorphism H, hence in
practical situations one has to choose it carefully to ensure this property,
and an idea will be to choose it diagonal, as we will see in Section 5.

Coming back to Theorem 3.2, we may wonder when the spectral gap is
attained, if equality can hold in the spectral estimate (3.2) for convenient
choice of A = (JTH)

−1 with H ∈ C∞(Rd,Rd) some diffeomorphism, similarly
to the optimality result in Theorem 3.3. Actually, the answer to this question
is not clear. However the representation (3.3) suggests that equality in (3.2)
might hold at the price of some strong assumptions. More precisely, assume
for simplicity that the potential V is strictly convex. If the spectral gap λ1
is of (maximal) multiplicity d and the corresponding d eigenfunctions define
some diffeomorphism H ∈ C∞(Rd,Rd), then

−JTLH(JTH)−1 = JTHλ1I(J
T
H)
−1 = λ1I,

so that the assumption (S) is satisfied and equality in (3.2) is realized. Cer-
tainly, this observation is only theoretical since the eigenfunctions associated
to λ1 are not known in general and thus neither is the desired vector field H.
We mention that a first attempt in this direction has been done very re-
cently by Barthe and Klartag [4], who addressed among other things the
multiplicity problem of the spectral gap. For instance, when λ1 is attained,
a non-trivial situation for which the multiplicity is maximal is given by some
strictly convex potential V sharing the symmetries of the hypercube, that
is, invariant with respect to the coordinate hyperplanes (i.e., unconditional)
and the coordinate permutations.

4. Second-order inequalities and spectral estimates. Recall that
the second-order Brascamp–Lieb inequality established by Cordero-Eraus-



12 M. Bonnefont and A. Joulin

quin [13], which mainly motivates the present work, is stated as follows: if
V is strictly convex, then for every smooth centered function f orthogonal
to the coordinate functions, i.e.,

	
Rd f id dµ = 0 with id the identity vector

field on Rd, we have

(4.1)
�

Rd

f2 dµ ≤
�

Rd

(∇f)T (∇2V + λ1I)
−1∇f dµ.

Combining this with the Courant–Fischer Theorem yields the following lower
bound on the (d+ 1)th positive eigenvalue when V is uniformly convex:

(4.2) λd+1 ≥ λ1 + inf
Rd
ρ(∇2V ).

In this part, we extend via the intertwining approach the inequality (4.1)
by providing generalized Brascamp–Lieb inequalities of second order, to-
gether with a lower bound on λd+1. In particular, this allows us to consider
situations beyond the case of a uniformly convex potential V , generalizing
the spectral estimate (4.2).

4.1. Second-order generalized Brascamp–Lieb inequalities and
spectral bounds. To obtain Brascamp–Lieb-type inequalities of second
order, the idea is to analyze more carefully the non-positive term�

Rd

(A∇g)TSLA(A∇g) dµ,

which was ignored in the proof of Theorem 3.3. Since it can be interpreted
as an energy term, this might be done by considering some adapted no-
tion of spectral gap for the operator −LA. Before stating the desired result,
contained in Theorem 4.1, we need to introduce some preliminaries.

First let us consider the notion of mean in the space L2(S, µ). We assume
in what follows that the matrix

	
Rd S dµ given by( �

Rd

S dµ
)
i,j

:=
�

Rd

Si,j dµ, i, j = 1, . . . , d,

is well-defined, i.e., all its entries are finite, and the matrix is invertible. Now,
for every F ∈ L2(S, µ), the mean mS(F ) of the vector field F is defined as

mS(F ) :=
( �

Rd

S dµ
)−1 �

Rd

SF dµ,

and is the unique constant vector of Rd minimizing the functional

Rd 3 c 7→
�

Rd

(F − c)TS(F − c) dµ.

In particular, every constant vector c ∈ Rd belongs to L2(S, µ) and we have
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mS(c) = c. Moreover, for all F,G ∈ L2(S, µ),
�

Rd

(F−mS(F ))
TS(G−mS(G)) dµ =

�

Rd

F TSGdµ−mS(F )
T
( �

Rd

S dµ
)
mS(G).

In what follows, for a given vector field F ∈ L2(S, µ), we set

F̃ := F −mS(F ),

which is thus centered in L2(S, µ), i.e.,
�

Rd

SF̃ dµ = 0.

We are now in a position to define the spectral gap in L2(S, µ) of the
operator −LA under the assumption (S):

λA1 := inf

{− 	
Rd F̃

TSLAF̃ dµ	
Rd F̃ TSF̃ dµ

: F ∈ D(LA)
}
.

In particular, λA1 is the best constant λ > 0 such that the following Poincaré
inequality holds: for every F ∈ C∞0 (Rd,Rd),

(4.3) λ
�

Rd

F̃ TSF̃ dµ ≤ −
�

Rd

F̃ TSLAF̃ dµ.

Although such a notion of spectral gap is somewhat theoretical, it is possible
to get estimates for some interesting examples, as we will see in Section 5.

As announced, we are now in a position to state our second main re-
sult of the paper, corresponding to second-order generalized Brascamp–Lieb
inequalities.

Theorem 4.1. Assume (S) and that the invertible matrix
	
Rd S dµ is

well-defined. Assume moreover that the symmetric matrix λA1 I + ∇2V −
LA−1A is positive-definite. Let f ∈ C∞0 (Rd) be centered and assume that
there exists a unique smooth centered solution g ∈ D(L) to the Poisson equa-
tion f = Lg. Then the following second-order generalized Brascamp–Lieb
inequalities hold:

�

Rd

f2 dµ ≤
�

Rd

(∇f)T (λA1 I +∇2V − LA−1A)−1∇f dµ

−
�

Rd

ΘTS(λA1 I +MA)
−1Θ dµ

+mS(A∇g)T
( �

Rd

SMA dµ
)
mS(A∇g),
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where Θ := (LA + λA1 I)(Ã∇g)−MAmS(A∇g), and�

Rd

f2 dµ ≤
�

Rd

(∇f)T (λA1 I +∇2V − LA−1A)−1∇f dµ

−
�

Rd

Υ TS(λA1 I +MA)
−1Υ dµ

+ λA1mS(A∇g)T
( �

Rd

S dµ
)
mS(A∇g),

where Υ := (LA + λA1 I)(A∇g). In particular, under the centering condition
mS(A∇g) = 0, we have

(4.4)
�

Rd

f2 dµ ≤
�

Rd

(∇f)T (λA1 I +∇2V − LA−1A)−1∇f dµ.

Proof. It is sufficient to prove only the first two inequalities, since (4.4)
is then a straightforward consequence. Indeed, under the centering condition
mS(A∇g) = 0 we have Θ = Υ so that the first two inequalities coincide, and
moreover�

Rd

ΘTS(λA1 I+MA)
−1Θ dµ =

�

Rd

(A−1Θ)T (λA1 I+∇2V −LA−1A)−1A−1Θ dµ,

which is non-negative.
We start by proving the first inequality. Since the intertwining (2.2) can

be rewritten as
A∇f +MAA∇g = LA(A∇g),

which is centered in L2(S, µ), one deduces that�

Rd

S(A∇f +MAA∇g) dµ = 0.

Writing then the L2 norm similarly to that in the proof of Theorem 3.3 and
centering, from the Poincaré inequality (4.3) we obtain

(4.5)
�

Rd

f2 dµ

= −2
�

Rd

(A∇f)TSA∇g dµ+
�

Rd

(A∇g)TSLMA
A (A∇g) dµ

= −2
�

Rd

(A∇f)TSÃ∇g dµ+
�

Rd

Ã∇g
T
S(LA −MA)(Ã∇g) dµ

− 2mS(A∇g)T
�

Rd

S(A∇f +MAA∇g) dµ

+mS(A∇g)T
( �

Rd

SMA dµ
)
mS(A∇g)
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≤ −2
�

Rd

(A∇f)TSÃ∇g dµ−
�

Rd

Ã∇g
T
S(λA1 I +MA)Ã∇g dµ

+mS(A∇g)T
( �

Rd

SMA dµ
)
mS(A∇g)

=
�

Rd

(A∇f)TS(λA1 I +MA)
−1(A∇f) dµ−

�

Rd

ΘTS(λA1 I +MA)
−1Θ dµ

+mS(A∇g)T
( �

Rd

SMA dµ
)
mS(A∇g),

since once again by the intertwining (2.2),

Θ = A∇f + (λA1 I +MA) Ã∇g.
Now, we have the identity

ATS(λA1 I +MA)
−1A =

(
λA1 I +∇2V − LA−1A

)−1
,

thus achieving the proof of the first second-order generalized Brascamp–Lieb
inequality.

To establish the second one, we observe that the RHS in (4.5) might be
written in a slightly different way when ignoring the centering. Indeed, since

Υ = A∇f + (λA1 I +MA)A∇g,
the RHS can be rewritten after some computations as

�

Rd

(A∇f)TS(λA1 I +MA)
−1A∇f dµ−

�

Rd

Υ TS(λA1 I +MA)
−1Υ dµ

+ λA1mS(A∇g)T
( �

Rd

S dµ
)
mS(A∇g),

from which the desired inequality follows.

Let us mention that the two second-order generalized Brascamp–Lieb
inequalities above are very close to each other in spirit and imply the same
key inequality (4.4). Actually, they differ only because we rearrange in two
ways the terms arising in the same quadratic form. If we forget the non-
positive terms involving Θ and Υ , it is not clear whether one is better than
the other in general, although it seems that the second one is less tractable
because the spectral gap λA1 in it can be difficult to estimate.

As we may observe from the proof above, optimality in the second-order
generalized Brascamp–Lieb inequality (4.4) under the centering condition
mS(A∇g) = 0 is obtained if and only if the Poincaré inequality (4.3) is
saturated and if Θ (= Υ ) vanishes. Both conditions are actually the same
and mean that A∇g is an eigenfunction associated to the eigenvalue λA1
for the operator −LA. However, if it exists, we do not know its expression
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even for the particular choice A = (JTH)
−1 emphasized in Section 3, where

H ∈ C∞(Rd,Rd) is some diffeomorphism.
Note that the centering condition mS(A∇g) = 0 essentially focuses on

the function g, so that we cannot obtain directly from (4.4) an estimate
on λd+1 since the orthogonality conditions should be required only on f .
However once again the choice A = (JTH)

−1, where H ∈ C∞(Rd,Rd) is a
diffeomorphism, enables us to solve this problem. Recall that in this case we
have

∇2V − LA−1A = −JTLH(JTH)−1.

Our third main result is stated as follows (for a better readability, we some-
times keep at the same time the notation A and H).

Theorem 4.2. Let A :=(JTH)
−1 for some diffeomorphismH∈C∞(Rd,Rd)

which satisfies (S). Moreover, assume that the invertible matrix
	
Rd S dµ is

well-defined. If the symmetric matrix −JTLH(JTH)−1 has its smallest eigenvalue
bounded from below by some positive constant, then

(4.6) λd+1 ≥ λA1 + inf
Rd
ρ(−JTLH(JTH)−1).

Proof. The proof is straightforward: by Theorem 3.2 we have λ1 > 0
so that the assumptions of Theorem 4.1 are satisfied. Hence the second-
order generalized Brascamp–Lieb inequality (4.4) holds under the centering
condition mS(A∇g) = 0, which can be rewritten as

(4.7) 0 =
�

Rd

(AT )−1∇g dµ =
�

Rd

JH∇g dµ = −
�

Rd

HLg dµ = −
�

Rd

Hf dµ.

Finally, the Courant–Fischer Theorem concludes the proof.

According to our assumptions above, it might happen that λA1 = 0. In
this case, (4.6) does not provide any additional information since we always
have

λd+1 ≥ λ1 ≥ inf
Rd
ρ(−JTLH(JTH)−1).

Hence to observe in practice the relevance of Theorem 4.2, we need to care-
fully estimate the spectral gap λA1 .

Similarly to the optimality problem studied for the spectral gap in Sec-
tion 3, let us analyze the equality case in (4.6). To do so, a bit of spectral
analysis is required. Let A be an invertible matrix satisfying the assump-
tion (S) and such that the symmetric matrix ∇2V − LA−1A is uniformly
bounded from below by some positive constant. Hence by Theorem 3.2 we
have λ1 > 0. Denote the subspaces of (weighted) gradients by ∇I := {∇f :
f ∈ C∞0 (Rd,R)} ⊂ L2(I, µ) and ∇A := {A∇f : f ∈ C∞0 (Rd,R)} ⊂ L2(S, µ).
According to the intertwinings (2.1) and (2.2), we observe that ∇I and ∇A
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are stable subspaces for the operators L∇2V and LMA
A of Schrödinger type, re-

spectively, i.e., L∇2V (∇I) ⊂ ∇I and LMA
A (∇A) ⊂ ∇A. By construction, since

the (self-adjoint extensions of the) restricted operators L∇2V |∇I
and LMA

A |∇A

are unitarily equivalent, multiplication by A−1 being a unitary transforma-
tion from L2(S, µ) to L2(I, µ), their spectra coincide. Such a property has
already been noticed in [8, 1], dealing with the bottom of the spectra. How-
ever the relation to the original operator L is more subtle.

Indeed, if we restrict L to the space orthogonal to the constant functions,
i.e. to 1⊥ := D(L)∩{f ∈ L2(µ) : f ⊥ 1}, then there exists a unitary transfor-
mation between L|

1⊥ and L∇2V |∇I
, a property emphasized by Johnsen [22]

under the key assumption λ1 > 0. More precisely, if U stands for the Riesz
transform U := ∇(−L)−1/2 acting on 1

⊥, with values in D(L∇2V |∇I
) and

which is well-defined thanks to the Riesz-type potential representation

(−L)−1/2 := 1√
π

∞�

0

1√
t
Pt dt

(cf. e.g. [2]), then U is a unitary mapping and

L∇2V |∇I
= UL|

1⊥U
∗.

Note that U might also be written as (−L∇2V )−1/2∇. As a result, their
spectra coincide. Summarizing, we have

(4.8) σ(−L|
1⊥) = σ(−L∇2V |∇I

) = σ(−LMA
A |∇A

).

Now, under the notation and assumptions of Theorem 4.2, we wonder if
equality can hold in (4.6). As we have seen at the end of Section 3, if V is
strictly convex and the spectral gap λ1 is attained, is of (maximal) multi-
plicity d and the corresponding d eigenfunctions define some diffeomorphism
H ∈ C∞(Rd,Rd), then the choice A = (JTH)

−1 entails MA = λ1I so that
from (4.8) we obtain, in terms of spectra,

σ(−L)\{0} = {λ+ λ1 : λ ∈ σ(−LA|∇A
)},

where LA|∇A
is the (self-adjoint extension of the) restriction of the operator

LA to the subspace of weighted gradients ∇A, which is stable in this very
specific situation because it is for the operator LMA

A = LA − λ1I. Since λ1
has multiplicity d, we get equality in (4.6) as long as the spectral gap λA1
coincides with the first positive eigenvalue of −LA|∇A

. Note however that
this spectral gap seems difficult to estimate in this case since it depends on
the vector field H whose coordinates are the eigenfunctions associated to λ1,
which are unknown in general, except in some very particular cases.

4.2. The case A = I. This short subsection is devoted to presenting the
results obtained by considering the classical intertwining (2.1), corresponding
to the choice A = I in (2.2). In some sense, we are reduced to the situation
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analyzed by Cordero-Erausquin in [13]. An important point will be to clarify
and discuss two different centering conditions appearing in these second-
order Brascamp–Lieb or Poincaré inequalities in the uniformly convex case.

When A is written as A = (JTH)
−1, the case A = I corresponds to H = id

and the assumption (S) is trivially satisfied. Hence Theorem 4.1 leads to the
following corollary.

Corollary 4.3. Assume that the symmetric matrix λ1I+∇2V is positive-
definite. Let f ∈ C∞0 (Rd) be centered and assume that there exists a unique
smooth centered solution g ∈ D(L) to the Poisson equation f = Lg. Then the
following second-order Brascamp–Lieb inequalities hold:�

Rd

f2 dµ ≤
�

Rd

(∇f)T (∇2V + λ1I)
−1∇f dµ(4.9)

−
�

Rd

ΘT (∇2V + λ1I)
−1Θ dµ

+
( �

Rd

∇g dµ
)T( �

Rd

∇2V dµ
)( �

Rd

∇g dµ
)
,

where Θ := (L+ λ1I)(∇g −
	
Rd ∇g dµ)−∇2V

	
Rd ∇g dµ, and�

Rd

f2 dµ ≤
�

Rd

(∇f)T (∇2V + λ1I)
−1∇f dµ(4.10)

−
�

Rd

Υ T (∇2V + λ1I)
−1Υ dµ+ λ1

∣∣∣ �
Rd

∇g dµ
∣∣∣2,

where Υ := (L + λ1I)(∇g). In particular, under the centering condition	
Rd ∇g dµ = 0, we have

�

Rd

f2 dµ ≤
�

Rd

(∇f)T (∇2V + λ1I)
−1∇f dµ

−
�

Rd

((L+ λ1I)(∇g))T (∇2V + λ1I)
−1(L+ λ1I)(∇g) dµ.

Since by (4.7) one has �

Rd

∇g dµ = −
�

Rd

f id dµ,

the latter inequality slightly improves (with a remainder term) Cordero-
Erausquin’s inequality (4.1) under the centering condition

(4.11)
�

Rd

f id dµ = 0.

In particular, in the uniformly convex case ρ(∇2V ) ≥ ρ > 0, one has λ1 ≥ ρ
so that the following second-order Poincaré inequality holds: for any centered
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function f ∈ C∞0 (Rd) satisfying the centering condition (4.11),
�

Rd

f2 dµ ≤ 1

2ρ

�

Rd

|∇f |2 dµ,

an inequality established first in a paper of Cordero-Erausquin and his coau-
thors [14] and improved by Hargé [17] as follows:

�

Rd

f2 dµ ≤ 1

2ρ

�

Rd

|∇f |2 dµ− ρ
∣∣∣ �
Rd

f id dµ
∣∣∣2.

However a notable difference appears since both [14, 17] exhibit another
centering condition on the function f :

(4.12)
�

Rd

∇f dµ = 0.

Actually, our approach also allows us to slightly improve Hargé’s inequality
under the same centering condition (4.12):

Corollary 4.4. Assume that the potential V is uniformly convex, i.e.,
ρ(∇2V ) ≥ ρ for some ρ > 0. Let f ∈ C∞0 (Rd,R) be centered and denote g ∈
D(L) the unique smooth centered solution to the Poisson equation f = Lg.
Then the following Poincaré inequality with remainder terms holds:

(4.13)
�

Rd

f2 dµ ≤ 1

ρ+ λ1

�

Rd

|∇f |2 dµ− ρ|c|2 − 2cT
�

Rd

∇f dµ

− 1

ρ+ λ1

�

Rd

|(L −∇2V + (λ1 + ρ)I)(∇g − c)−∇2V c|2 dµ,

where c :=
	
Rd ∇g dµ = −

	
Rd f id dµ. In particular, for any centered func-

tion f ∈ C∞0 (Rd,R) satisfying either (4.11) or (4.12), we have
�

Rd

f2 dµ ≤ 1

ρ+ λ1

�

Rd

|∇f |2 dµ.

Proof. The proof is somewhat similar to that of Theorem 4.1, the only
difference being the use of the inequality ∇2V ≥ ρI at the very beginning:�

Rd

f2 dµ = −2
�

Rd

(∇f)T∇g dµ+
�

Rd

(∇g)TL∇2V (∇g) dµ

≤ −2
�

Rd

(∇f)T (∇g − c) dµ− (λ1 + ρ)
�

Rd

|∇g − c|2 dµ− ρ|c|2 − 2cT
�

Rd

∇f dµ

=
1

λ1 + ρ

�

Rd

|∇f |2 dµ− 1

ρ+ λ1

�

Rd

|∇f + (λ1 + ρ)(∇g − c)|2 dµ

− ρ|c|2 − 2cT
�

Rd

∇fdµ,
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and since the intertwining (2.2) with A = I can be rewritten in the present
context as ∇f = (L −∇2V )(∇g), the proof is complete.

Of course, the question of the centering condition is justified since in
general the conditions (4.11) and (4.12) differ. Indeed, the gradients ∇f and
∇g have no reason to be centered simultaneously, except in the standard
Gaussian case since we always have the identity

�

Rd

∇f dµ = −
�

Rd

∇2V∇g dµ.

Note that this is also the case when the potential V is unconditional as also
is the function f , as noticed by Barthe and Cordero-Erausquin [3].

To go one step further in the standard Gaussian case, the inequalities
(4.9), (4.10) and (4.13), which all coincide in this specific Gaussian setting,
give

�

Rd

f2 dµ ≤ 1

2

�

Rd

|∇f |2 dµ+
1

2

∣∣∣ �
Rd

∇f dµ
∣∣∣2(4.14)

− 1

2

�

Rd

∣∣∣(L+ I)
(
∇g −

�

Rd

∇g dµ
)∣∣∣2 dµ,

which slightly improves the inequality of Goldstein–Nourdin–Peccati [16]
obtained directly by a simple spectral decomposition using Hermite poly-
nomials. Note that the inequality (4.14) might also be obtained by spectral
decomposition, with equality if and only if f is an Hermite polynomial of
degree one, two or three. In particular, it would be interesting to compare
(4.14) with the dimension-dependent inequalities appearing in the literature,
namely with the following two inequalities obtained through the so-called
Borrell-Brascamp–Lieb approach:

• Bobkov–Ledoux’s inequality [6]:
�

Rd

f2 dµ ≤ 6
�

Rd

|∇f |2 dµ− 6
�

Rd

|(∇f)Tx|2

d+ |x|2
dµ;

• Bolley–Gentil–Guillin’s inequality [7]:
�

Rd

f2 dµ ≤
�

Rd

|∇f |2 dµ−
�

Rd

|f − (∇f)T x|2

d+ |x|2
dµ;

and also with an inequality we established in [9] by exploiting the spherical
invariance of the standard Gaussian distribution:

�

Rd

f2 dµ ≤ d(d+ 3)

d− 1

�

Rd

|∇f |2

1 + |x|2
dµ.
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5. Application to perturbed product measures. In this section, we
present examples of perturbed product probability measures for which the
spectral estimates of Theorems 3.2 and 4.2 apply. The results we obtain for
these examples, even for the spectral gap, constitute an important part of
the paper. Let us consider the potential

V (x) :=

d∑
i=1

Ui(xi) + ϕ(x), x ∈ Rd,

where the smooth one-dimensional functions Ui : R → R are such that the
e−Ui are Lebesgue integrable on R and the interaction function ϕ : Rd → R
is smooth and such that e−V is Lebesgue integrable on Rd. Hence the prob-
ability measure µ is nothing but a perturbation of the product probability
measure with density proportional to exp(−

∑d
i=1 Ui) on Rd.

Recall first the basic result for estimating the spectral gap of these mod-
els with interaction. If the potentials Ui are uniformly convex at infinity and
the function ϕ is convex on Rd (the latter assumption might be weakened to
a sufficiently small non-positive lower bound on its Hessian matrix), then the
whole potential V itself is uniformly convex at infinity so that the famous
Holley–Stroock perturbation principle applies (cf. [20]), the lower bound ob-
tained on the spectral gap depending poorly on the dimension (except in the
case ϕ = 0, for which µ is a product probability measure, meaning that λ1
is dimension-free according to the well-known tensorization property of the
Poincaré inequality).

Another method which turned out to be more convenient in terms of the
dependence on the parameters of interest was developed by Helffer at the end
of the 90’s for some models such that the potentials Ui are uniformly convex
at infinity and the nearest-neighbour interaction has quadratic growth. It
mainly focuses on the use of the one-dimensional conditional distributions
and is based on a uniform spectral gap assumption for these one-dimensional
measures. In our language, the final estimate obtained by Helffer [18] is the
following: if ∇2V stands for the matrix ∇2V with null diagonal, i.e.,

∇2V := ∇2V −
d∑
i=1

∂2i,iV Ei,i,

where Ei,j is the matrix with all entries equal to 0 except the one in the
ith line and jth column which is 1, then the spectral gap satisfies the lower
bound

λ1 ≥ inf
Rd
ρ(∇2V ) + min

i=1,...,d
inf

x̂i∈Rd−1
λx̂i1 ,

where for any fixed x ∈ Rd, x̂i := (x1, . . . , xi−1, xi+1, . . . , xd) ∈ Rd−1 and
λx̂i1 denotes the spectral gap of the one-dimensional conditional probability
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measure corresponding to the ith coordinate under µ, the other being fixed
equal to x̂i. Such an approach has been further explored and extended in
[15, 26], and more recently in [3], in which the principle of the method is
nicely and briefly summarized. In particular the Brascamp–Lieb approach
used in [3] suggests that the latter estimate might be refined as

(5.1) λ1 ≥ inf
x∈Rd

ρ
(
∇2V (x) +

d∑
i=1

λx̂i1 Ei,i

)
,

a lower bound also emphasized by Chen [12].
Actually, our intertwining approach is of different nature than Helffer’s

since it is more global in space and avoids the use of these one-dimensional
conditional distributions. We will see below that on the one hand it leads
to a different set of assumptions ensuring some convenient estimates on the
spectral gap, allowing us to consider some interesting examples which do not
enter into the previous framework, and on the other hand we go beyond the
spectral gap by estimating the (d+1)th positive eigenvalue λd+1. To illustrate
the relevance of this approach, let us start by considering two non-classical
examples, the standard Gaussian product probability measure with quartic
interaction and the Subbotin distribution with a convex Lipschitz interaction
term. As far as we know, the results (even for the spectral gap) for these two
models are new.

5.1. Two non-classical examples. The first model deals with a stan-
dard Gaussian product probability measure perturbed by a quartic nearest-
neighbour interaction. The potential V is of the following form:

V (x) =
d∑
i=1

x2i
2

+ J

d∑
i=1

x2i x
2
i+1, x ∈ Rd,

with J some non-negative parameter controlling the interaction term. Since
J ≥ 0, the function e−V is Lebesgue integrable on Rd. Here and in the
remainder of the paper, for any given element x ∈ Rd, we use the conventions
xd+1 := x1 and x−1 := xd. For this model we have

Ui(xi) := x2i /2 and ϕ(x) := J
d∑
i=1

x2ix
2
i+1.

Actually, a result of Helffer and Nier [19] tells us that the spectrum of the
non-negative operator −L is discrete. In particular they noticed that the
quartic interaction term makes the potential V far from being convex. In-
deed, for any x ∈ Rd we have



Intertwinings, Brascamp–Lieb inequalities and spectral estimates 23

∇2ϕ(x) =

2J



x22 + x2d 2x1x2 0 . . . 0 2x1xd

2x1x2 x21 + x23 2x2x3 0 0

0
...

...
. . . . . . . . . . . .

...
... 0

0 0 2xd−2xd−1 x2d−2 + x2d 2xd−1xd

2x1xd 0 . . . 0 2xd−1xd x2d−1 + x21


,

and it is not difficult to see that ∇2V is not uniformly bounded from below.
The present setting is the prototype example for which quantitative spectral
estimates are difficult to address with Helffer’s method. Indeed, careful at-
tention paid to the particular form of V shows that the ith one-dimensional
conditional distributions knowing x̂i are centered Gaussian with variance
1/(1 + 2J(x2i−1 + x2i+1)), so that the matrix involved in (5.1) coincides sur-
prisingly with ∇2V since in this Gaussian setting we know that the spectral
gap is the inverse of the variance, i.e., λx̂i1 = 1 + 2J(x2i−1 + x2i+1).

Hence it is a challenging question to propose a convenient lower bound
on the spectral gap for this model, together with an estimate on the higher
eigenvalue λd+1: this is the matter of Proposition 1.1 appearing in the In-
troduction. The more precise result covering Proposition 1.1 is the following
(since it is part of a strategy that might be applied to more general models,
we delay the proof to Section 5.3).

Proposition 5.1. Assume that

V (x) :=
d∑
i=1

x2i
2

+ J

d∑
i=1

x2i x
2
i+1, x ∈ Rd,

where J ≥ 0. Then we have the following dimension-free spectral estimates:

• λ1 ≥ 1+
√
1−16J
2 for any 0 ≤ J ≤ 1

16 ;

• λd+1 ≥ 1+
√
1−16J
2 +

√
1−16J+

√
1−32J

2 for any 0 ≤ J ≤ 1
32 .

Now, let us focus on the second example, the Subbotin distribution with
a convex Lipschitz nearest-neighbour interaction. We consider the convex
potential

V (x) :=

d∑
i=1

|xi|a

a
+ J

d∑
i=1

|xi+1 − xi|, x ∈ Rd,

where J is non-negative. Here the one-dimensional potentials are Ui(xi) :=
|xi|a/a with a ∈ [1, 2] (the underlying probability measure with Lebesgue
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density proportional to e−Ui is called the Subbotin, or exponential power,
distribution) and the interaction is convex and of Lipschitz type, i.e.,

ϕ(x) := J
d∑
i=1

|xi+1 − xi|, x ∈ Rd.

Once again a result of [19] tells us that the spectrum σ(−L) is discrete in
the case a ∈ (1, 2], whereas for a = 1, we only know that λ1 > 0. For
this example, it seems difficult to use the estimate (5.1) since the spectral
gaps λx̂i1 , i = 1, . . . , d, of the one-dimensional conditional probability mea-
sures are hard to estimate in terms of the remainder coordinates x̂i (such an
observation was already noted in [15]). The result we obtain for this model
is the following (again the proof is postponed to Section 5.3).

Proposition 5.2. Let

V (x) :=

d∑
i=1

|xi|a

a
+ J

d∑
i=1

|xi − xi+1|, x ∈ Rd,

where a ∈ [1, 2] and J ≥ 0. Then we have the following dimension-free
spectral estimates:

• λ1 ≥ a(3a− 2)/8− 2J2 for J ∈ [0,
√
a(3a− 2)/4);

• λd+1 ≥ a(3a−2)(1+(a−1)2/a)/8−4J2 for J ∈ [0,
√
a(3a− 2)(a− 1)2/a/4),

provided a ∈ (1, 2].

Let us conclude this short subsection devoted to the two examples by
some comments. In the case of the standard Gaussian product probability
measure with quartic interaction or with a convex Lipschitz interaction term
(i.e., the second example with a = 2), we observe that the optimal values
λ1 = 1 and λd+1 = 2, available in the non-interacting case J = 0, are
recovered. However this is not the case for general Subbotin distributions
(that is, a 6= 2) since we know that in the non-interacting case J = 0 we
have λ1 ≥ a2/4 (cf. [10]). Certainly, all our estimates above have no reason to
be sharp in full generality, meaning that there is still room for improvement.
However, they offer a dimension-free behaviour somewhat similar to the non-
interacting case, meaning that both situations are comparable as long as
the interaction parameter J is sufficiently small. As a final remark, we do
not know what happens when J is larger, and in particular if there exists
some phase transition. Such a question could be the matter of forthcoming
research.

5.2. The general case. Even if the two models above are quite different
in essence, Propositions 5.1 and 5.2 share a large part of a common proof,
as we will see in Section 5.3, and are consequences of the following results,
which might be interesting in themselves to treat other examples. The first
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one is devoted to the spectral gap whereas the second one deals with the
higher eigenvalue λd+1. In particular, λ1 and λd+1 can belong to the essential
spectrum. Moreover, although the forthcoming analysis might be adapted to
the non-convex case, for simplicity we only consider one-dimensional convex
potentials Ui.

Below, we denote by ∂i (resp. ∂2i,j) the first- (resp. second-) order par-
tial derivative with respect to the ith coordinate (resp. to the ith and jth
coordinates).

Proposition 5.3. Assume that

V (x) :=
d∑
i=1

Ui(xi) + ϕ(x), x ∈ Rd,

where the one-dimensional potentials Ui are smooth, convex and such that
the functions e−Ui are Lebesgue integrable on R, and the interaction ϕ is
smooth on Rd and such that e−V is Lebesgue integrable on Rd. Moreover,
assume that there exist ε1, . . . , εd ∈ [0, 1) and α > 0 such that

∇2ϕ(x) +

d∑
i=1

{(1− εi)(U ′′i (xi) + εiU
′
i(xi)

2) + εi∂iϕ(x)U
′
i(xi)}Ei,i ≥ αI.

Then the spectral gap satisfies the bound

λ1 ≥ α.
Proposition 5.4.Under the same notation and assumptions as in Propo-

sition 5.3, assume now that the ε1, . . . , εd belong to [0, 1/2). Assume moreover
that for every fixed i = 1, . . . , d there exist ε̃i ∈ [0, 1) and βi > 0 such that

∇2ϕ(x) +
∑
j 6=i
{(1− εj)(U ′′j (xj) + εjU

′
j(xj)

2) + εj∂jϕ(x)U
′
j(xj)}Ej,j

+ {(1− ε̃i)[(1− 2εi)U
′′
i (xi) + ε̃i(1− 2εi)

2U ′i(xi)
2]

+ ε̃i(1− 2εi)∂iϕ(x)U
′
i(xi)}Ei,i ≥ βiI.

Then
λd+1 ≥ α+ min

i=1,...,d
βi.

Proof of Proposition 5.3. Plugging (3.3) into Theorem 3.2 through the
identity A = (JTH)

−1, we have to find some convenient diffeomorphism
H ∈ C∞(Rd,Rd) such that the assumption (S) is satisfied together with
the fact that the smallest eigenvalue of the symmetric matrix −JTLH(JTH)−1
is bounded from below by some positive constant. The idea is to consider
a diagonal diffeomorphism, i.e. H(x) = (h1(x1), . . . , h(xd))

T , x ∈ Rd, where
the hi are some increasing functions on R. In this case the matrix A is diag-
onal, with ai,i = 1/h′i, so that the assumption (S) is trivially satisfied. Given
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a matrix M ∈ Md×d(R), recall that M stands for the matrix M with null
diagonal. Since ∇2V = ∇2ϕ, we have

−JTLH(x)(JTH)−1(x) =
(
−∂iLhj(x)

h′j(xj)

)
i,j=1,...,d

= ∇2V (x)−
d∑
i=1

∂iLhi(x)

h′i(xi)
Ei,i

= ∇2ϕ(x) +

d∑
i=1

(
(−Lihi)′(xi)

h′i(xi)
+ ∂2i,iϕ(x) +

∂iϕ(x)h
′′
i (xi)

h′i(xi)

)
Ei,i

= ∇2ϕ(x) +

d∑
i=1

(
(−Lihi)′(xi)

h′i(xi)
+
∂iϕ(x)h

′′
i (xi)

h′i(xi)

)
Ei,i,

where for each i = 1, . . . , d, Li denotes the one-dimensional dynamics defined
as

Lih(y) := h′′(y)− U ′i(y)h′(y), y ∈ R,
having an invariant probability measure whose Lebesgue density on R is
proportional to e−Ui . Choosing then the one-dimensional functions

h′i = eεiUi ,

where the parameters εi belong to [0, 1), we obtain

−JTLH(x)(JTH)−1(x)

= ∇2ϕ(x) +
d∑
i=1

{(1− εi)(U ′′i (xi) + εiU
′
i(xi)

2) + εi∂iϕ(x)U
′
i(xi)}Ei,i,

from which the desired conclusion follows.

As expected, the choice εi = 0 for all i = 1, . . . , d is well-adapted for
uniformly convex potentials Ui but becomes irrelevant in the present setting
of only convex Ui.

Proof of Proposition 5.4. Using the notation of the proof of Proposi-
tion 5.3, we have h′i ∈ L2(µ) as long as εi ∈ [0, 1/2) for all i = 1, . . . , d. The
choice of a diagonal diffeomorphism H entails that the matrix S is diagonal,
with Si,i = 1/a2i,i = (h′i)

2. In particular the assumptions of Theorem 4.2 are
satisfied and it leads to the bound

λd+1 ≥ λA1 + α.

Now it remains to estimate the spectral gap λA1 of the operator −LA. The
choice of the diagonal matrix A = (JTH)

−1 entails that LA is diagonal, i.e.,

LA =


L1
A

. . .

LdA

 ,
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where for each i = 1, . . . , d, the operator LiA is given for any f ∈ C∞(Rd,R)
by

LiAf = Lf + 2ai,i(∇a−1i,i )
T∇f = Lf − (∇ log a2i,i)

T∇f = ∆f − (∇V i
A)

T∇f.

Above, the potential V i
A := V + log a2i,i can be rewritten explicitly as

V i
A(x) = V (x)− log h′i(xi)

2 =
∑
j 6=i

Uj(xj) + (1− 2εi)Ui(xi) + ϕ(x).

Denote by λA,i1 the spectral gap for the (self-adjoint entension of the) sym-
metric and non-negative operator −LiA whose invariant probability measure
µiA on Rd has Lebesgue density proportional to e−V i

A . The spectral gap λA1
is the optimal constant λ > 0 in the Poincaré inequality (4.3) which can be
rewritten in the present diagonal context as follows: for any F ∈ C∞0 (Rd,Rd),

λ

d∑
i=1

�

Rd

F̃i
2
dµiA ≤ −

d∑
i=1

�

Rd

F̃iL
i
AF̃i dµ

i
A,

with
F̃i = Fi −mS(F )i = Fi −

�

Rd

Fi dµ
i
A.

Therefore we immediately have the equality

λA1 = min
i=1,...,d

λA,i1

(to see this, we apply the Poincaré inequality for each probability measure
µiA to get ≥, whereas the reverse inequality is obtained by considering vector
fields F with all coordinates vanishing except one). Hence we are reduced to
estimating from below the spectral gap λA,i1 for each i = 1, . . . , d, and this is
done by using Proposition 5.3 adapted to the present situation, i.e., for the
potential V i

A in place of V , the only difference between them being that the
one-dimensional potential Ui in V is replaced by (1− 2εi)Ui to obtain V i

A.

5.3. The proofs for the two examples. We are now ready to provide
the proofs of the dimension-free spectral estimates for the two examples of
interest, contained in Propositions 5.1 and 5.2. As announced, both are based
on Propositions 5.3 and 5.4. Let us start with the standard Gaussian product
probability measure with quartic interaction.

Proof of Proposition 5.1. Recall that

Ui(xi) := x2i /2 and ϕ(x) := J

d∑
i=1

x2ix
2
i+1, x ∈ Rd,
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where J ≥ 0. First, let us see how Proposition 5.3 can be used in the present
context. For any y ∈ Rd we have

yT∇2ϕ(x)y = 8J

d∑
i=1

yixiyi+1xi+1 + 2J

d∑
i=1

y2i (x
2
i−1 + x2i+1)

≥ −2J
( d∑
i=1

y2i x
2
i +

d∑
i=1

y2i+1x
2
i+1

)
= −4J

d∑
i=1

y2i x
2
i ,

where we used the trivial inequality uv ≥ −u2/2− v2/2, u, v ∈ R. Hence we
obtain the following inequality between matrices (the RHS below is diago-
nal):

∇2ϕ(x) ≥ −4J


x21

. . .

x2d

 , x ∈ Rd.(5.2)

Moreover, for all x ∈ Rd and i = 1, . . . , d we have

(5.3) ∂iϕ(x)U
′
i(xi) = 2J(x2i−1 + x2i+1)x

2
i ≥ 0.

The inequalities (5.2) and (5.3) tell us that in order to apply Proposition 5.3
to obtain an estimate on λ1, we have to find εi ∈ [0, 1), i = 1, . . . , d, such
that the smallest eigenvalue of the diagonal matrix

(1− ε1)(1 + ε1x
2
1)− 4Jx21

. . .

(1− εd)(1 + ε1x
2
d)− 4Jx2d


is bounded from below by some α > 0. Observing that the latter matrix is
uniformly bounded from below by (mini=1,...,d 1 − εi) under the constraint
that 0 ≤ J ≤ mini=1,...,d εi(1 − εi)/4, by a simple optimization in the εi ∈
[0, 1) yields

α :=
1 +
√
1− 16J

2
, 0 ≤ J ≤ 1

16
,

the optimal parameters εi being all equal to ε := (1−
√
1− 16J)/2 ∈ [0, 1/2].

Dealing now with λd+1, we fix i = 1, . . . , d and we need to find some
ε̃i ∈ [0, 1) such that the smallest eigenvalue of the matrix appearing in
Proposition 5.4 is bounded from below by some βi > 0, all the εj being fixed
equal to ε, with this time J ∈ [0, 1/16) so that all the εj are in [0, 1/2),
a requirement of Proposition 5.4. Thanks to (5.2) and (5.3), we are led to
study the diagonal matrix∑
j 6=i

((1−ε)(1+εx2j )−4Jx2j )Ej,j+((1− ε̃i)(1−2ε+ ε̃i(1−2ε)2x2i )−4Jx2i )Ei,i,
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which is uniformly bounded from below by the constant (1 − ε̃i)(1 − 2ε)
under the constraint 0 ≤ J ≤ mini=1,...,d(1 − ε̃i)ε̃i(1 − 2ε)2/4 (the latter is
< 1/16 when J is positive). Optimizing in ε̃i ∈ [0, 1) leads to the desired
lower bound: for any J ∈ [0, 1/32],

βi := (
√
1− 16J +

√
1− 32J)/2,

the optimal parameter being ε̃i = (1−
√

(1− 32J)/(1− 16J))/2.

Let us now turn to the case of the Subbotin distribution with a convex
Lipschitz interaction term.

Proof of Proposition 5.2. Given the parameter a ∈ [1, 2] of the Subbotin
distribution, the quantities of interest are

Ui(xi) :=
|xi|a

a
and ϕ(x) := J

d∑
i=1

|xi+1 − xi|, x ∈ Rd,

with J ≥ 0. Once again let us see how Propositions 5.3 and 5.4 might be
applied. Although the Ui are not of class C2 at the origin, this does not
play an important role in our study and thus can be ignored, at the price of
an unessential regularization procedure. However we need to regularize the
interaction function ϕ by considering the following smooth convex version:

ϕτ (x) := J
d∑
i=1

√
τ2 + (xi+1 − xi)2,

for which the parameter τ will tend to 0.
First we focus our attention on the spectral gap λ1. According to Propo-

sition 5.3, we aim at finding εi ∈ [0, 1) such that the matrix

∇2ϕτ (x) +

d∑
i=1

{(1− εi)(U ′′i (xi) + εiU
′
i(xi)

2) + εi∂iϕτ (x)U
′
i(xi)}Ei,i

is uniformly bounded from below by some α > 0. Since the function x 7→
∂iϕτ (x)U

′
i(xi) does not have a constant sign, we have to proceed differently

from the first example and the idea is thus to decorrelate the terms ϕτ (x)
and U ′i(xi) by using the trivial inequality uv ≥ −u2/2 − v2/2, u, v ∈ R,
applied to u = ∂iϕ(x) and v = εiU

′
i(xi). Hence the latter matrix is bounded

from below by the matrix

∇2ϕτ (x) +
d∑
i=1

{
−∂iϕτ (x)

2

2
+

(
1− 3εi

2

)
(U ′′i (xi) + εiU

′
i(xi)

2)

}
Ei,i,

where we used the convexity of Ui and the fact that 1 − εi ≥ 1 − 3εi/2 to
simplify the forthcoming optimization. Now we have

inf
xi∈R
{U ′′i (xi) + εiU

′
i(xi)

2} = a

2

(
1− a

2

)1−2/a
ε
2/a−1
i ,
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and choosing all the εi to be ε = 1− a/2 ∈ [0, 1/2] (thus 1− 3εi/2 > 0), we
see that this matrix is bounded from below by(

inf
Rd
ρ(∇2ϕτ )− max

i=1,...,d

‖∂iϕτ‖2∞
2

+
a(3a− 2)

8

)
I.

Since φτ is convex and ‖∂iϕτ‖∞ ≤ 2J , letting τ → 0 yields the lower bound

α :=
a(3a− 2)

8
− 2J2,

which is positive for J small enough, i.e., for any J ∈ [0,
√
a(3a− 2)/4).

Let us now consider the higher eigenvalue λd+1, with a ∈ (1, 2], i.e., a is
now different from 1. Let i = 1, . . . , d be fixed together with all the εj = ε
which belong this time to [0, 1/2) since a 6= 1. In order to use Proposition 5.4,
we are looking for some ε̃i ∈ [0, 1) such that the smallest eigenvalue of the
matrix appearing in the proposition is bounded from below by some βi > 0.
A somewhat similar analysis tells us that it is sufficient to bound from below
by some βi > 0 the smallest eigenvalue of the matrix

∇2ϕτ (x) +
∑
j 6=i

{
−∂jϕτ (x)

2

2
+

(
1− 3ε

2

)
(U ′′j (xj) + εU ′j(xj)

2)

}
Ej,j

+

{
−∂iϕτ (x)

2

2
+

(
1− 3ε̃i

2

)(
(1− 2ε)U ′′i (xi) + ε̃i(1− 2ε)2U ′i(xi)

2
)}
Ei,i.

We have

inf
xi∈R
{(1− 2ε)U ′′i (xi) + ε̃i(1− 2ε)2U ′i(xi)

2}

=
a

2

(
1− a

2

)1−2/a
(1− 2ε)2/aε̃i

2/a−1,

and choosing once again ε̃i = ε (so that 1 − 3ε̃i/2 > 0) and letting τ → 0
entails that βi might be chosen as

βi :=
a(3a− 2)(a− 1)2/a

8
− 2J2,

which is positive provided J ∈ [0,
√
a(3a− 2)(a− 1)2/a/4).
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