## Appendix

Chapter 6 (reproduced below) is a simple, concise and self-contained exposition of the main results about boundedness and regularity of Gaussian processes, covering the Dudley-Sudakov entropy bounds and the Fernique-Talagrand characterization, as well as Fernique's theorem on stationary Gaussian processes.

The Fernique-Talagrand characterization of boundedness and regularity of Gaussian processes is presented therein with the tool of "majorizing measures", or families of weights. In 2001, M. Talagrand [Ta19] provided an equivalent formulation that dispenses the use of measures or weights by means of "sequences of admissible partitions". This appendix briefly describes this notion and how it is developed. All the notation are taken from the chapter.

Given a (finite) metric space $(T, d)$, consider an increasing sequence of finite partitions $\left(\mathcal{C}_{n}\right)_{n \geq 0}$ of $T$ such that $\operatorname{Card}\left(\mathcal{C}_{0}\right)=1$ and $\operatorname{Card}\left(\mathcal{C}_{n}\right) \leq 2^{2^{n}}, n \geq 1$. (Recall that by increasing, it is meant that each element of $\mathcal{C}_{n}$ is contained in a cell of $\mathcal{C}_{n-1}$.) For each $n \geq 0$, fix a point in each element $C$ of $\mathcal{C}_{n}$, and denote by $T_{n}$ the collection of those points. By construction, $\operatorname{Card}\left(T_{n}\right) \leq 2^{2^{n}}\left(\right.$ while $\left.\operatorname{Card}\left(T_{0}\right)=1\right)$. For a point $t$ in $T$, denote by $C_{n}(t)$ the unique element of $\mathcal{C}_{n}$ that contains $t$, and by $s_{n}(t)$ the element of $T_{n}$ such that $t \in C_{n}\left(s_{n}(t)\right)\left(s_{0}(t)=s_{0}\right.$ may be taken as an arbitrary fixed point in $T$ ).

With such a sequence of partitions, the chaining argument may be developed as with entropy numbers or majorizing measures (weights). Given a (centered) Gaussian process $\left(X_{t}\right)_{t \in T}$ with intrinsic metric $d(s, t)=\left(\mathbb{E}\left|X_{s}-X_{t}\right|^{2}\right)^{1 / 2}, s, t \in T$, start again with the decomposition

$$
X_{t}=X_{s_{0}}+\sum_{n \geq 1}\left(X_{s_{n}(t)}-X_{s_{n-1}(t)}\right)
$$

Arguing then almost as in the proof of Theorem 6.2,

$$
\begin{aligned}
X_{t}-X_{s_{0}} \leq & \sum_{n \geq 1} 2^{(n+2) / 2} d\left(s_{n}(t), s_{n-1}(t)\right) \\
& +\sum_{n \geq 1}\left|X_{s_{n}(t)}-X_{s_{n-1}(t)}\right| I_{\left\{\left|X_{s_{n}(t)}-X_{s_{n-1}}(t)\right|>2^{(n+2) / 2} d\left(s_{n}(t), s_{n-1}(t)\right)\right\}}
\end{aligned}
$$

Taking the supremum in $t \in T$ and integrating,

$$
\begin{aligned}
F(T)=\mathbb{E}\left(\sup _{t \in T} X_{t}\right) \leq & \sup _{t \in T} \sum_{n \geq 1} 2^{(n+2) / 2} d\left(s_{n}(t), s_{n-1}(t)\right) \\
& +\mathbb{E}\left(\sup _{t \in T} \sum_{n \geq 1}\left|X_{s_{n}(t)}-X_{s_{n-1}(t)}\right| I_{\left\{\left|X_{s_{n}(t)}-X_{s_{n-1}(t)}\right|>2^{(n+2) / 2} d\left(s_{n}(t), s_{n-1}(t)\right)\right\}}\right) \\
\leq & \sup _{t \in T} \sum_{n \geq 1} 2^{(n+2) / 2} d\left(s_{n}(t), s_{n-1}(t)\right) \\
& +\mathbb{E}\left(\sum_{n \geq 1} \sum_{(u, v) \in T_{n} \times T_{n-1}}\left|X_{u}-X_{v}\right| I_{\left\{\left|X_{u}-X_{v}\right|>2^{(n+2) / 2} d(u, v)\right\}}\right) \\
\leq & \sup _{t \in T} \sum_{n \geq 1} 2^{(n+2) / 2} d\left(s_{n}(t), s_{n-1}(t)\right)+D(T) \sum_{n \geq 1} \operatorname{Card}\left(T_{n} \times T_{n-1}\right) \mathrm{e}^{-2^{n+1}}
\end{aligned}
$$

where it has been used in the last step that

$$
\mathbb{E}\left(\left|X_{u}-X_{v}\right| I_{\left\{\left|X_{u}-X_{v}\right|>2^{(n+2) / 2} d(u, v)\right\}}\right) \leq D(T) \mathrm{e}^{-2^{n+1}}
$$

since $\left(X_{u}-X_{v}\right) / d(u, v)$ is centered Gaussian with variance one and $d(u, v) \leq D(T)$. Now

$$
d\left(s_{n}(t), s_{n-1}(t)\right) \leq d\left(s_{n}(t), t\right)+d\left(t, s_{n-1}(t)\right) \leq D\left(C_{n}(t)\right)+D\left(C_{n-1}(t)\right)
$$

while

$$
\operatorname{Card}\left(T_{n} \times T_{n-1}\right) \leq 2^{2^{n}} \cdot 2^{2^{n-1}} \leq 2^{2^{n+1}}
$$

Therefore

$$
F(T) \leq 5 \sup _{t \in T} \sum_{n \geq 0} 2^{n / 2} D\left(C_{n}(t)\right)+D(T) \leq 6 \sup _{t \in T} \sum_{n \geq 0} 2^{n / 2} D\left(C_{n}(t)\right)
$$

(since $\left.C_{0}(t)=T\right)$.
Call the sequence $\mathcal{C}=\left(\mathcal{C}_{n}\right)_{n \geq 0}$ a "sequence of admissible partitions", so that the preceding yields

$$
F(T) \leq 6 \gamma_{2}(T, d)
$$

where

$$
\gamma_{2}(T, d)=\inf \sup _{t \in T} \sum_{n \geq 0} 2^{n / 2} D\left(C_{n}(t)\right)
$$

the infimum being taken over all such sequences of admissible partitions. The functional $\gamma_{2}(T, d)$ is therefore an alternate upper bound on $F(T)=\mathbb{E}\left(\sup _{t \in T} X_{t}\right)$. But it is actually equivalent (up to numerical constants) to the majorizing measure functional $\Theta(T, d)$ considered in the chapter, thus providing a purely metric characterization of boundedness of Gaussian processes (see [Ta20, 21] for a complete treatment).

By comparison with admissible partitions, the majorizing measure functional $\Theta(T, d)$ involves more ingredients (measures or weights), but is still perhaps more effective and constructive on given examples (as for entropy numbers, start with a basic covering by balls and then weight them according to the metric structure of the parameter set). It is in fact of interest
to briefly understand the connection between the two functionals $\gamma_{2}(T, d)$ and $\Theta(T, d)$, at least the inequality $\Theta(T, d) \geq K \gamma_{2}(T, d)$ justifying (from the results of the chapter) the equivalent characterization of $F(T)$ by the functional $\gamma_{2}(T, d)$. Given a family of partitions $\mathcal{A}=\left(\mathcal{A}_{n}\right)_{n \geq 0}$ $\left(\mathcal{A}_{0}=\{T\}\right)$ and weights $\alpha=\left(\alpha_{n}\right)_{n \geq 0}$ from the definition of $\Theta(T, d)$ (with $q=2$ for simplicity), the principle is to construct an admissible sequence of partitions taking, at the level $n$, those $A$ in $\mathcal{A}_{n}$ such that $\alpha_{n}(A) \geq 2^{-2^{n}}$. Since $\sum \alpha_{n}(A) \leq 1$, there are at most $2^{2^{n}}$ such $A$ 's. This is however not quite a partition, and one has therefore to grade the procedure. Given $k \geq 1$ fixed, let for every $n \geq 0, E_{k, n}$ be the collection of $A$ 's in $\mathcal{A}_{n}$ such that $\alpha_{n}(A) \geq 2^{n+1} 2^{-2^{k}}$, and set $\widetilde{E}_{k, n}=E_{k, n} \backslash\left(\bigcup_{m>n} E_{k, m}\right)$. The sets $\widetilde{E}_{k, n}, n \geq 0$, are disjoint, and since $E_{k, 0}=T$, form a partition of $T$. A sequence of admissible partitions is then obtained as follows: for each $k \geq 1$, partition the parameter set $T$ into the sets $\widetilde{E}_{k, n}, n \geq 0$, and then each $\widetilde{E}_{k, n}$ with the traces of the elements $A$ of $E_{k, n}$. The resulting partition $\mathcal{B}_{k}$ has at most $2^{2^{k}}$ elements. Finally, let $\mathcal{C}_{k}$ be generated by $\mathcal{B}_{1}, \ldots, \mathcal{B}_{k-1}$. Due to the fact that every $B$ in $\widetilde{E}_{k, n}$ has diameter at most $2^{-n+1}$ and satisfies $\alpha_{n}(B) \leq 2^{n+2} 2^{-2^{k}}$, it may be shown, after some technical details (see [Ta19]), that

$$
\Theta_{\mathcal{A}, \alpha}(T, d) \geq K \sup _{t \in T} \sum_{k \geq 0} 2^{k / 2} D\left(C_{k}(t)\right)
$$

for some numerical constant $K>0$, hence $\Theta(T, d) \geq K \gamma_{2}(T, d)$. Further insights around this connection are developed in [Ta21], pointing towards a basic tree structure behind the various functionals.

This appendix is also the opportunity to emphasize that the conjecture on Bernoulli processes mentioned at the end of the chapter has been solved in [B-L] (see also [Ta21]).
[B-L] W. Bednorz, R. Latala. On the boundedness of Bernoulli processes. Ann. of Math. 180, 1167-1203 (2014).
[Ta19] M. Talagrand. Majorizing measures without measures. Ann. Probab. 29, 411-417 (2001).
[Ta20] M. Talagrand. The generic chaining. Springer Monographs in Mathematics. Springer (2005).
[Ta21] M. Talagrand. Upper and lower bounds of stochastic processes. Modern methods and classical problems. Ergebnisse der Mathematik und ihrer Grenzgebiete 60. Springer (2014).

## 6. REGULARITY OF GAUSSIAN PROCESSES

In this chapter, we provide a complete treatment of boundedness and continuity of Gaussian processes via the tool of majorizing measures. After the work of R. M. Dudley, V. Strassen, V. N. Sudakov and X. Fernique on entropy, M. Talagrand [Ta2] gave, in 1987, necessary and sufficient conditions on the covariance structure of a Gaussian process in order that it is almost surely bounded or continuous. These necessary and sufficient conditions are based on the concept of majorizing measure introduced in the early seventies by X. Fernique and C. Preston, and inspired in particular by the "real variable lemma" of A. M. Garsia, E. Rodemich and H. Rumsey Jr. [G-R-R]. Recently, M. Talagrand [Ta7] gave a simple proof of his theorem on necessity of majorizing measures based on the concentration phenomenon for Gaussian measures. We follow this approach here. The aim of this chapter is in fact to demonstrate the actual simplicity of majorizing measures that are usually considered as difficult and obscure.

Let $T$ be a set. A Gaussian random process (or better, random function) $X=$ $\left(X_{t}\right)_{t \in T}$ is a family, indexed by $T$, of random variables on some probability space $(\Omega, \mathcal{A}, \mathbb{P})$ such that the law of each finite family $\left(X_{t_{1}}, \ldots, X_{t_{n}}\right), t_{1}, \ldots, t_{n} \in T$, is centered Gaussian on $\mathbb{R}^{n}$. Throughout this work, Gaussian will always mean centered Gaussian. In particular, the law (the distributions of the finite dimensional marginals) of the process $X$ is uniquely determined by the covariance structure $\mathbb{E}\left(X_{s} X_{t}\right), s, t \in T$. Our aim will be to characterize almost sure boundedness and continuity (whenever $T$ is a topological space) of the Gaussian process $X$ in terms of an as simple as possible criterion on this covariance structure. Actually, the main point in this study will be the question of boundedness. As we will see indeed, once the appropriate bounds for the supremum of $X$ are obtained, the characterization of continuity easily follows. Due to the integrability properties of norms of Gaussian random vectors or supremum of Gaussian processes (Theorem 4.1), we will avoid, at a first stage, various cumbersome and unessential measurability questions, by considering the supremum functional

$$
F(T)=\sup \left\{\mathbb{E}\left(\sup _{t \in U} X_{t}\right) ; U \text { finite in } T\right\}
$$

(If $S \subset T$, we define in the same way $F(S)$.) Thus, $F(T)<\infty$ if and only if $X$ is almost surely bounded in any reasonable sense. In particular, we already see that the main question will reduce to a uniform control of $F(U)$ over the finite subsets $U$ of $T$.

After various preliminary results [Fe1], [De]..., the first main idea in the study of regularity of Gaussian processes is the introduction (in the probabilistic area), by R. M. Dudley, V. Strassen and V. N. Sudakov (cf. [Du1], [Du2], [Su1-4]), of the notion of $\varepsilon$-entropy. The idea consists in connecting the regularity of the Gaussian process $X=\left(X_{t}\right)_{t \in T}$ to the size of the parameter set $T$ for the $\mathrm{L}^{2}$-metric induced by the process itself and given by

$$
d(s, t)=\left(\mathbb{E}\left|X_{s}-X_{t}\right|^{2}\right)^{1 / 2}, \quad s, t \in T
$$

Note that this metric is entirely characterized by the covariance structure of the process. It does not necessarily separate points in $T$ but this is of no importance. The size of $T$ is more precisely estimated by the entropy numbers: for every $\varepsilon>0$, let $N(T, d ; \varepsilon)$ denote the minimal number of (open to fix the idea) balls of radius $\varepsilon$ for the metric $d$ that are necessary to cover $T$. The two main results concerning regularity of Gaussian processes under entropy conditions, due to R. M. Dudley [Du1] for the upper bound and V. N. Sudakov [Su3] for the lower bound (cf. [Du2], [Fe4]), are summarized in the following statement.

Theorem 6.1. There are numerical constants $C_{1}>0$ and $C_{2}>0$ such that for all Gaussian processes $X=\left(X_{t}\right)_{t \in T}$,

$$
\begin{equation*}
C_{1}^{-1} \sup _{\varepsilon>0} \varepsilon(\log N(T, d ; \varepsilon))^{1 / 2} \leq F(T) \leq C_{2} \int_{0}^{\infty}(\log N(T, d ; \varepsilon))^{1 / 2} d \varepsilon \tag{6.1}
\end{equation*}
$$

As possible numerical values for $C_{1}$ and $C_{2}$, one may take $C_{1}=6$ and $C_{2}=42$ (see below). The convergence of the entropy integral is understood for the small values of $\varepsilon$ since it stops at the diameter $D(T)=\sup \{d(s, t) ; s, t \in T\}$. Actually, if any of the three terms of (6.1) is finite, then $(T, d)$ is totally bounded and in particular $D(T)<\infty$. We will show in more generality below that the process $X=\left(X_{t}\right)_{t \in T}$ actually admits an almost surely continuous version when the entropy integral is finite. Conversely, if $X=\left(X_{t}\right)_{t \in T}$ is continuous, one can show that $\lim _{\varepsilon \rightarrow 0} \varepsilon(\log N(T, d ; \varepsilon))^{1 / 2}=0$ (cf. [Fe4]).

For the matter of comparison with the more refined tool of majorizing measures we will study next, we present a sketch of the proof of Theorem 6.1.

Proof. We start with the upper bound. We may and do assume that $T$ is finite (although this is not strictly necessary). Let $q>1$ (usually an integer). (We will consider $q$ as a power of discretization; a posteriori, its value is completely arbitrary.) Let $n_{0}$ be the largest integer $n$ in $\mathbb{Z}$ such that $N\left(T, d ; q^{-n}\right)=1$. For every $n \geq n_{0}$, we consider a family of cardinality $N\left(T, d ; q^{-n}\right)=N(n)$ of balls of radius $q^{-n}$ covering $T$. One may therefore construct a partition $\mathcal{A}_{n}$ of $T$ of cardinality $N(n)$ on the basis of this covering with sets of diameter less than $2 q^{-n}$. In each $A$ of $\mathcal{A}_{n}$, fix a point of $T$ and denote by $T_{n}$ the collection of these points. For each $t$ in $T$, denote by $A_{n}(t)$
the element of $\mathcal{A}_{n}$ that contains $t$. For every $t$ and every $n$, let then $s_{n}(t)$ be the element of $T_{n}$ such that $t \in A_{n}\left(s_{n}(t)\right)$. Note that $d\left(t, s_{n}(t)\right) \leq 2 q^{-n}$ for every $t$ and $n \geq n_{0}$.

The main argument of the proof is the so-called chaining argument (which goes back to A. N. Kolmogorov in his proof of continuity of paths of processes under $\mathrm{L}^{p}$-control of their increments): for every $t$,

$$
\begin{equation*}
X_{t}=X_{s_{0}}+\sum_{n>n_{0}}\left(X_{s_{n}(t)}-X_{s_{n-1}(t)}\right) \tag{6.2}
\end{equation*}
$$

where $s_{0}=s_{n_{0}}(t)$ may be chosen independent of $t \in T$. Note that

$$
d\left(s_{n}(t), s_{n-1}(t)\right) \leq 2 q^{-n}+2 q^{-n+1}=2(q+1) q^{-n} .
$$

Let $c_{n}=4(q+1) q^{-n}(\log N(n))^{1 / 2}, n>n_{0}$. It follows from (6.2) that

$$
\begin{aligned}
& F(T)=\mathbb{E}\left(\sup _{t \in T} X_{t}\right) \\
& \leq \sum_{n>n_{0}} c_{n}+\mathbb{E}\left(\sup _{t \in T} \sum_{n>n_{0}}\left|X_{s_{n}(t)}-X_{s_{n-1}(t)}\right| I_{\left\{\left|X_{s_{n}(t)}-X_{s_{n-1}(t)}\right|>c_{n}\right\}}\right) \\
& \leq \sum_{n>n_{0}} c_{n}+\mathbb{E}\left(\sum_{n>n_{0}} \sum_{(u, v) \in H_{n}}\left|X_{u}-X_{v}\right| I_{\left\{\left|X_{u}-X_{v}\right|>c_{n}\right\}}\right)
\end{aligned}
$$

where $H_{n}=\left\{(u, v) \in T_{n} \times T_{n-1} ; d(u, v) \leq 2(q+1) q^{-n}\right\}$. If $G$ is a real centered Gaussian variable with variance less than or equal to $\sigma^{2}$, for every $c>0$

$$
\mathbb{E}\left(|G| I_{\{|G|>c\}}\right) \leq \sigma \mathrm{e}^{-c^{2} / 2 \sigma^{2}}
$$

Hence,

$$
\begin{aligned}
F(T) & \leq \sum_{n>n_{0}} c_{n}+\sum_{n>n_{0}} \operatorname{Card}\left(H_{n}\right) 2(q+1) q^{-n} \exp \left(-c_{n}^{2} / 8(q+1)^{2} q^{-2 n}\right) \\
& \leq \sum_{n>n_{0}} 4(q+1) q^{-n}(\log N(n))^{1 / 2}+\sum_{n>n_{0}} 2(q+1) q^{-n} \\
& \leq 7(q+1) \sum_{n>n_{0}} q^{-n}(\log N(n))^{1 / 2}
\end{aligned}
$$

where we used that $\operatorname{Card}\left(H_{n}\right) \leq N(n)^{2}$. Since

$$
\begin{aligned}
\int_{0}^{\infty}(\log N(T, d ; \varepsilon))^{1 / 2} d \varepsilon & \geq \sum_{n>n_{0}} \int_{q^{-n-1}}^{q^{-n}}(\log N(T, d ; \varepsilon))^{1 / 2} d \varepsilon \\
& \geq\left(1-q^{-1}\right) \sum_{n>n_{0}} q^{-n}(\log N(n))^{1 / 2}
\end{aligned}
$$

the conclusion follows. If $q=2$, we may take $C_{2}=42$.

The proof of the lower bound relies on a comparison principle known as Slepian's lemma [Sl]. We use it in the following modified form due to V. N. Sudakov, S. Chevet and X. Fernique (cf. [Su1], [Su2], [Fe4], [L-T2]): if $Y=\left(Y_{1}, \ldots, Y_{n}\right)$ and $Z=\left(Z_{1}, \ldots, Z_{n}\right)$ are two Gaussian random vectors in $\mathbb{R}^{n}$ such that $\mathbb{E}\left|Y_{i}-Y_{j}\right|^{2} \leq$ $\mathbb{E}\left|Z_{i}-Z_{j}\right|^{2}$ for all $i, j$, then

$$
\begin{equation*}
\mathbb{E}\left(\max _{1 \leq i \leq n} Y_{i}\right) \leq \mathbb{E}\left(\max _{1 \leq i \leq n} Z_{i}\right) \tag{6.3}
\end{equation*}
$$

Fix $\varepsilon>0$ and let $n \leq N(T, d ; \varepsilon)$. There exist therefore $t_{1}, \ldots, t_{n}$ in $T$ such that $d\left(t_{i}, t_{j}\right) \geq \varepsilon$. Let then $g_{1}, \ldots, g_{n}$ be independent standard normal random variables. We have, for every $i, j=1, \ldots, n$,

$$
\mathbb{E}\left|\frac{\varepsilon}{\sqrt{2}} g_{i}-\frac{\varepsilon}{\sqrt{2}} g_{j}\right|^{2}=\varepsilon^{2} \leq d\left(t_{i}, t_{j}\right)=\mathbb{E}\left|X_{t_{i}}-X_{t_{j}}\right|^{2}
$$

Therefore, by (6.3),

$$
F(T) \geq \mathbb{E}\left(\max _{1 \leq i \leq n} X_{t_{i}}\right) \geq \frac{\varepsilon}{\sqrt{2}} \mathbb{E}\left(\max _{1 \leq i \leq n} g_{i}\right)
$$

Now, it is classical and easily seen that

$$
\mathbb{E}\left(\max _{1 \leq i \leq n} g_{i}\right) \geq c(\log n)^{1 / 2}
$$

for some numerical $c>0$ (one may choose $c$ such that $\sqrt{2} / c \leq 6$ ). Since $n$ is arbitrary less than or equal to $N(T, d ; \varepsilon)$, the conclusion trivially follows. Theorem 6.1 is established.

As an important remark for further purposes, note that simple proofs of Sudakov's minoration avoiding the rather rigid Slepian's lemma are now available. These are based on duality of entropy numbers [TJ] and are presented in [L-T2]. They allow the investigation of minoration inequalities outside the Gaussian setting (cf. [Ta10], [Ta12]). Note furthermore that we will only use the Sudakov inequality in the proof of the majorizing measure minoration principle (cf. Lemma 6.4).

A simple example of application of Theorem 6.1 is Brownian motion $(W(t))_{0 \leq t \leq 1}$ on $T=[0,1]$. Since $d(s, t)=\sqrt{|s-t|}$, the entropy numbers $N(T, d ; \varepsilon)$ are of the order of $\varepsilon^{-2}$ as $\varepsilon$ goes to zero and the entropy integral is trivially convergent. Together with the proof of continuity presented below in the framework of majorizing measures, Theorem 6.1 is certainly the shortest way to prove boundedness and continuity of the Brownian paths.

In Theorem 6.1, the difference between the upper and lower bounds is rather tight. It however exists. The examples of a standard orthogaussian sequence or of the canonical Gaussian process indexed by an ellipsoid in a Hilbert space (see [Du1], [Du2], [L-T2], [Ta13]) are already instructive. We will see later on that the convergence of Dudley's entropy integral however characterizes $F(T)$ when $T$ has a group structure and the metric $d$ is translation invariant, an important result of X . Fernique [Fe4].

If one tries to imagine what can be used instead of the entropy numbers in order to sharpen the conclusions of Theorem 6.1, one realizes that one feature of entropy is that is attributes an equal weight to each piece of the parameter set $T$. One is then naturally led to the possible following definition. Let, as in the proof of Theorem 6.1, $q$ be (an integer) larger than 1 . Let $\mathcal{A}=\left(\mathcal{A}_{n}\right)_{n \in \mathbb{Z}}$ be an increasing sequence (i.e. each $A \in \mathcal{A}_{n+1}$ is contained in some $B \in \mathcal{A}_{n}$ ) of finite partitions of $T$ such that the diameter $D(A)$ of each element $A$ of $\mathcal{A}_{n}$ is less than or equal to $2 q^{-n}$. If $t \in T$, denote by $A_{n}(t)$ the element of $\mathcal{A}_{n}$ that contains $t$. Now, for each partition $\mathcal{A}_{n}$, one may consider nonnegative weights $\alpha_{n}(A), A \in \mathcal{A}_{n}$, such that $\sum_{A \in \mathcal{A}_{n}} \alpha_{n}(A) \leq 1$. Set then

$$
\begin{equation*}
\Theta_{\mathcal{A}, \alpha}=\Theta_{\mathcal{A}, \alpha}(T, d)=\sup _{t \in T} \sum_{n} q^{-n}\left(\log \frac{1}{\alpha_{n}\left(A_{n}(t)\right)}\right)^{1 / 2} \tag{6.4}
\end{equation*}
$$

It is worthwhile mentioning that for $2 q^{-n} \geq D(T)$, one can take $\mathcal{A}_{n}=\{T\}$ and $\alpha_{n}(T)=1$. Denote by $\Theta(T, d)$ the infimum of the functional $\Theta_{\mathcal{A}, \alpha}$ over all possible choices of partitions $\left(\mathcal{A}_{n}\right)_{n \in \mathbb{Z}}$ and weights $\alpha_{n}(A)$. In this definition, we may take equivalently

$$
\Theta_{\mathcal{A}, m}=\sup _{t \in T} \sum_{n} q^{-n}\left(\log \frac{1}{m\left(A_{n}(t)\right)}\right)^{1 / 2}
$$

where $m$ is a probability measure on $(T, d)$. Indeed, if $\Theta_{\mathcal{A}, \alpha}<\infty$, it is easily seen that $D(T)<\infty$. Let then $n_{0}$ be the largest integer $n$ in $\mathbb{Z}$ such that $2 q^{-n} \leq D(T)$. Fix a point in each element of $\mathcal{A}_{n}$ and denote by $T_{n}, n \geq n_{0}$, the collection of these points. It is then clear that if $m$ is a (discrete) probability measure such that

$$
m \geq\left(1-q^{-1}\right) \sum_{n \geq n_{0}} q^{-n+n_{0}} \sum_{t \in T_{n}} \alpha_{n}\left(A_{n}(t)\right) \delta_{t}
$$

where $\delta_{t}$ is point mass at $t$, the functional $\Theta_{\mathcal{A}, m}$ is of the same order as $\Theta_{\mathcal{A}, \alpha}$ (see also below). We need not actually be concerned with these technical details and consider for simplicity the functionals $\Theta_{\mathcal{A}, \alpha}$. Furthermore, the number $q>1$ should be thought as a universal constant.

The condition $\Theta(T, d)<\infty$ is called a majorizing measure condition and the main result of this section is that $C^{-1} \Theta(T, d) \leq F(T) \leq C \Theta(T, d)$ for some constant $C>0$ only depending on $q$. In order to fully appreciate this definition, it is worthwhile comparing it to the entropy integral. As we used it in the proof of Theorem 6.1, the entropy integral is equivalent (for any $q$ ) to the series

$$
\sum_{n>n_{0}} q^{-n}\left(\log N\left(T, d ; q^{-n}\right)\right)^{1 / 2}
$$

We then construct an associated sequence $\left(\mathcal{A}_{n}\right)_{n \in \mathbb{Z}}$ of increasing partitions of $T$ and weights $\alpha_{n}(A)$ in the following way. Let $\mathcal{A}_{n}=\{T\}$ and $\alpha_{n}(T)=1$ for every $n \leq n_{0}$. Once $\mathcal{A}_{n}\left(n>n_{0}\right)$ has been constructed, partition each element $A$ of $\mathcal{A}_{n}$ with a covering of $A$ of cardinality at most $N\left(A, d ; q^{-n-1}\right) \leq N\left(T, d ; q^{-n-1}\right)$ and
let $\mathcal{A}_{n+1}$ be the collection of all the subsets of $T$ obtained in this way. To each $A$ in $\mathcal{A}_{n}, n>n_{0}$, we give the weight

$$
\alpha_{n}(A)=\left(\prod_{i=n_{0}+1}^{n} N\left(T, d ; q^{-i}\right)\right)^{-1}
$$

$(\alpha(T)=1)$. Clearly $\sum_{A \in \mathcal{A}_{n}} \alpha_{n}(A) \leq 1$. Moreover, for each $t$ in $T$,

$$
\begin{aligned}
\sum_{n>n_{0}} q^{-n}\left(\log \frac{1}{\alpha\left(A_{n}(t)\right)}\right)^{1 / 2} & \leq \sum_{n>n_{0}} \sum_{i=n_{0}+1}^{n} q^{-n}\left(\log N\left(T, d ; q^{-i}\right)\right)^{1 / 2} \\
& \leq(q-1)^{-1} \sum_{i>n_{0}} q^{-i}\left(\log N\left(T, d ; q^{-i}\right)\right)^{1 / 2}
\end{aligned}
$$

In other words,

$$
\Theta(T) \leq C \int_{0}^{\infty}(\log N(T, d ; \varepsilon))^{1 / 2} d \varepsilon
$$

where $C>0$ only depends on $q>1$.
It is clear from this construction how entropy numbers give a uniform weight to each subset of $T$ and how the possible refined tool of majorizing measures can allow a better understanding of the metric properties of $T$. (Actually, one has rather to think about entropy numbers as the equal weight that is put on each piece of a partition of the parameter set $T$.) This is what we will investigate now. First however, we would like to briefly comment on the name "majorizing measure" as well as the dependence on $q>1$ in the definition of the functional $\Theta(T, d)$. Classically, a majorizing measure $m$ on $T$ is a probability measure on the Borel sets of $T$ such that

$$
\begin{equation*}
\sup _{t \in T} \int_{0}^{\infty}\left(\log \frac{1}{m(B(t, \varepsilon))}\right)^{1 / 2} d \varepsilon<\infty \tag{6.5}
\end{equation*}
$$

where $B(t, \varepsilon)$ is the ball in $T$ with center $t$ and radius $\varepsilon>0$. As the definition of the entropy integral, a majorizing measure condition only relies on the metric structure of $T$ and the convergence of the integral is for the small values of $\varepsilon$. In order to connect this definition with the preceding one (6.4), let $q>1$ and let $\left(\mathcal{A}_{n}\right)_{n \in \mathbb{Z}}$ be an increasing sequence of finite partitions of $T$ such that the diameter $D(A)$ of each element $A$ of $\mathcal{A}_{n}$ is less than or equal to $2 q^{-n}$. Let furthermore $m$ be a probability measure on $T$. Note that $A_{n}(t) \subset B\left(t, 2 q^{-n}\right)$ for every $t$. Therefore

$$
\begin{aligned}
\int_{0}^{\infty}\left(\log \frac{1}{m(B(t, \varepsilon))}\right)^{1 / 2} d \varepsilon & \leq C \sum_{n} q^{-n}\left(\log \frac{1}{m\left(B\left(t, 2 q^{-n}\right)\right)}\right)^{1 / 2} \\
& \leq C \sum_{n} q^{-n}\left(\log \frac{1}{m\left(A_{n}(t)\right)}\right)^{1 / 2}
\end{aligned}
$$

where $C>0$ only depends on $q$. Since $m$ is a probability measure, we can set $\alpha_{n}(A)=m(A)$ for every $A$ in $\mathcal{A}_{n}$ and every $n$. It immediately follows that, for every $q>1$,

$$
\inf _{m} \sup _{t \in T} \int_{0}^{\infty}\left(\log \frac{1}{m(B(t, \varepsilon))}\right)^{1 / 2} d \varepsilon \leq C \Theta(T, d)
$$

where $C$ only depends on $q$. One can prove the reverse inequality in the same spirit with the help however of a somewhat technical and actually nontrivial discretization lemma (cf. [L-T2], Proposition 11.10). In particular, the various functionals $\Theta(T, d)$ when $q$ varies are all equivalent. We actually need not really be concerned with these technical details since our aim is to show that $F(T)$ and $\Theta(T, d)$ are of the same order (for some $q>1$ ). (It will actually follow from the proofs presented below that the functionals $\Theta(T, d)$ are equivalent up to constants depending only on $q \geq q_{0}$ for some universal $q_{0}$ large enough.)

Now, we start our investigation of the regularity properties of a Gaussian process $X=\left(X_{t}\right)_{t \in T}$ under majorizing measure conditions. The first part of our study concerns upper bounds and sufficient conditions for boundedness and continuity of $X$. The following theorem is due, in this form and with this proof, to X. Fernique [Fe3], [Fe4]. It follows independently from the work of C. Preston [Pr1], [Pr2].

Theorem 6.2. Let $X=\left(X_{t}\right)_{t \in T}$ be a Gaussian process indexed by a set $T$. Then, for every $q>1$,

$$
F(T) \leq C \Theta(T, d)
$$

where $C>0$ only depends on $q$. If, in addition to $\Theta_{\mathcal{A}, \alpha}<\infty$ for some partition $\mathcal{A}$ and weights $\alpha$, one has

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{t \in T} \sum_{n \geq k} q^{-n}\left(\log \frac{1}{\alpha_{n}\left(A_{n}(t)\right)}\right)^{1 / 2}=0 \tag{6.6}
\end{equation*}
$$

then $X$ admits a version with almost all sample paths bounded and uniformly continuous on $(T, d)$.

Proof. It is very similar to the proof of the upper bound in Theorem 6.1. We first establish the inequality $F(T) \leq C \Theta_{\mathcal{A}, \alpha}(T, d)$ for any partition $\mathcal{A}$ and any family of weights $\alpha$. We may asssume that $T$ is finite. Let $n_{0}$ be the largest integer $n$ in $\mathbb{Z}$ such that the diameter $D(T)$ of $T$ is less than or equal to $2 q^{-n}$. For every $n \geq n_{0}$, fix a point in each element of the partition $\mathcal{A}_{n}$ and denote by $T_{n}$ the (finite) collection of these points. We may take $T_{n_{0}}=\left\{s_{0}\right\}$ for some fixed $s_{0}$ in $T$. For every $t$ in $T$, denote by $s_{n}(t)$ the element of $T_{n}$ which belongs to $A_{n}(t)$. As in (6.2), for every $t$,

$$
X_{t}=X_{s_{0}}+\sum_{n>n_{0}}\left(X_{s_{n}(t)}-X_{s_{n-1}(t)}\right)
$$

Since the partitions $\mathcal{A}_{n}$ are increasing,

$$
s_{n}(t) \in A_{n-1}\left(s_{n}(t)\right)=A_{n-1}(t), \quad n>n_{0}
$$

In particular, $d\left(s_{n}(t), s_{n-1}(t)\right) \leq 2 q^{-n+1}$. Now, for every $t$ in $T$ and every $n>n_{0}$, let

$$
c_{n}(t)=2 \sqrt{2} q^{-n+1}\left(\log \frac{1}{\alpha_{n}\left(A_{n}(t)\right)}\right)^{1 / 2}
$$

With respect to the entropic proof, note here the dependence of $c_{n}$ on $t$ which is the main feature of the majorizing measure technique. Actually, the partitions $\mathcal{A}$ and weights $\alpha$ are used to bound, in the chaining argument, the "heaviest" portions of the process. We can now write, almost as in the proof of Theorem 6.1,

$$
\begin{aligned}
& F(T) \\
& \leq \sup _{t \in T} \sum_{n>n_{0}} c_{n}(t)+\mathbb{E}\left(\sup _{t \in T} \sum_{n>n_{0}}\left|X_{s_{n}(t)}-X_{s_{n-1}(t)}\right| I_{\left\{\left|X_{s_{n}(t)}-X_{s_{n-1}(t)}\right|>c_{n}(t)\right\}}\right) \\
& \leq \sup _{t \in T} \sum_{n>n_{0}} c_{n}(t)+\mathbb{E}\left(\sum_{n>n_{0}} \sum_{u \in T_{n}}\left|X_{u}-X_{s_{n-1}(u)}\right| I_{\left\{\left|X_{u}-X_{s_{n-1}(u)}\right|>c_{n}(u)\right\}}\right) \\
& \leq \sup _{t \in T} \sum_{n>n_{0}} c_{n}(t)+\sum_{n>n_{0}} \sum_{u \in T_{n}} 2 q^{-n+1} \exp \left(-c_{n}^{2}(u) / 8 q^{-2 n+2}\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
F(T) & \leq \sup _{t \in T} \sum_{n>n_{0}} c_{n}(t)+\sum_{n>n_{0}} 2 q^{-n+1} \sum_{u \in T_{n}} \alpha_{n}\left(A_{n}(u)\right) \\
& \leq \sup _{t \in T} \sum_{n>n_{0}} c_{n}(t)+2(q-1)^{-1} q^{-n_{0}+1}
\end{aligned}
$$

Since

$$
\Theta_{\mathcal{A}, \alpha} \geq(\log 2)^{1 / 2} q^{-n_{0}-1}
$$

the first claim of Theorem 6.2 follows.
We turn to the sample path continuity. Let $\eta>0$. For each $k\left(>n_{0}\right)$, set

$$
\begin{aligned}
& V=V_{k}=\left\{(x, y) \in T_{k} \times T_{k} ; \exists u, v \text { in } T\right. \text { such that } \\
& \left.\qquad d(u, v) \leq \eta \text { and } s_{k}(u)=x, s_{k}(v)=y\right\} .
\end{aligned}
$$

If $(x, y) \in V$, we fix $u_{x, y}, v_{x, y}$ in $T$ such that $s_{k}\left(u_{x, y}\right)=x, s_{k}\left(v_{x, y}\right)=y$ and $d\left(u_{x, y}, v_{x, y}\right) \leq \eta$. Now, let $s, t$ in $T$ with $d(s, t) \leq \eta$. Set $x=s_{k}(s), y=s_{k}(t)$. Clearly $(x, y) \in V$. By the triangle inequality,

$$
\begin{aligned}
&\left|X_{s}-X_{t}\right| \leq\left|X_{s}-X_{s_{k}(s)}\right|+\left|X_{s_{k}(s)}-X_{u_{x, y}}\right|+\left|X_{u_{x, y}}-X_{v_{x, y}}\right| \\
&+\left|X_{v_{x, y}}-X_{s_{k}(t)}\right|+\left|X_{s_{k}(t)}-X_{t}\right| \\
& \leq \sup _{(x, y) \in V}\left|X_{u_{x, y}}-X_{v_{x, y}}\right|+4 \sup _{r \in T}\left|X_{r}-X_{s_{k}(r)}\right|
\end{aligned}
$$

Clearly,

$$
\mathbb{E}\left(\sup _{(x, y) \in V}\left|X_{u_{x, y}}-X_{v_{x, y}}\right|\right) \leq \eta\left(\operatorname{Card}\left(T_{k}\right)\right)^{2}
$$

Now, the chaining argument in the proof of boundedness similarly shows that

$$
\mathbb{E}\left(\sup _{t \in T}\left|X_{t}-X_{s_{k}(t)}\right|\right) \leq C \sup _{t \in T} \sum_{n \geq k} q^{-n}\left(\log \frac{1}{\alpha_{n}\left(A_{n}(t)\right)}\right)^{1 / 2}
$$

for some constant $C>0$ (independent of $k$ ). Therefore, hypothesis (6.6) and the preceding inequalities ensure that for each $\varepsilon>0$ there exists $\eta>0$ such that, for every finite and thus also countable subset $U$ of $T$,

$$
\mathbb{E}\left(\sup _{s, t \in U, d(s, t) \leq \eta}\left|X_{s}-X_{t}\right|\right) \leq \varepsilon
$$

Since $(T, d)$ is totally bounded, there exists $U$ countable and dense in $T$. Then, set $\widetilde{X}_{t}=X_{t}$ if $t \in U$ and $\widetilde{X}_{t}=\lim X_{t}$ where the limit, in probability or in $\mathrm{L}^{1}$, is taken for $u \rightarrow t, u \in U$. Then $\left(\widetilde{X}_{t}\right)_{t \in T}$ is a version of the process $X$ with uniformly continuous sample paths on $(T, d)$. Indeed, let, for each integer $n, \eta_{n}>0$ be such that

$$
\mathbb{E}\left(\sup _{d(s, t) \leq \eta_{n}}\left|\widetilde{X}_{s}-\widetilde{X}_{t}\right|\right) \leq 4^{-n} .
$$

Then, if $C_{n}=\left\{\sup _{d(s, t) \leq \eta_{n}}\left|\widetilde{X}_{s}-\widetilde{X}_{t}\right| \geq 2^{-n}\right\}, \sum_{n} \mathbb{P}\left(C_{n}\right)<\infty$ and the claim follows from the Borel-Cantelli lemma. The proof of Theorem 6.2 is complete.

We now turn to the theorem of M. Talagrand [Ta2] on necessity of majorizing measures. This result was conjectured by X. Fernique back in 1974. As announced, we follow the simplified proof of the author [Ta7] based on concentration of Gaussian measures. This new proof moreover allows us to get some insight on the weights $\alpha$ of the "minorizing" measure.

Theorem 6.3. There exists a universal value $q_{0} \geq 2$ such that for every $q \geq q_{0}$ and every Gaussian process $X=\left(X_{t}\right)_{t \in T}$ indexed by $T$,

$$
\Theta(T, d) \leq C F(T)
$$

where $C>0$ is a constant only depending on $q$.
Proof. The key step is provided by the following minoration principle based on concentration and Sudakov's inequality. It may actually be considered as a strengthening of the latter.

Lemma 6.4. There exists a numerical constant $0<c<\frac{1}{2}$ with the following property. If $\varepsilon>0$ and if $t_{1}, \ldots, t_{N}$ are points in $T$ such that $d\left(t_{k}, t_{\ell}\right) \geq \varepsilon, k \neq \ell$, $N \geq 2$, and if $B_{1}, \ldots, B_{N}$ are subsets of $T$ such that $B_{k} \subset B\left(t_{k}, c \varepsilon\right), k=1, \ldots N$, we have

$$
\mathbb{E}\left(\max _{1 \leq k \leq N} \sup _{t \in B_{k}} X_{t}\right) \geq c \varepsilon(\log N)^{1 / 2}+\min _{1 \leq k \leq N} \mathbb{E}\left(\sup _{t \in B_{k}} X_{t}\right)
$$

Proof. We may assume that $B_{k}$ is finite for every $k$. Set $Y_{k}=\sup _{t \in B_{k}}\left(X_{t}-X_{t_{k}}\right)$, $k=1, \ldots, N$. Then,

$$
\sup _{t \in B_{k}} X_{t}=\left(Y_{k}-\mathbb{E} Y_{k}\right)+\mathbb{E} Y_{k}+X_{t_{k}}
$$

and thus

$$
\begin{equation*}
\max _{1 \leq k \leq N} X_{t_{k}} \leq \max _{1 \leq k \leq N} \sup _{t \in B_{k}} X_{t}+\max _{1 \leq k \leq N}\left|Y_{k}-\mathbb{E} Y_{k}\right|-\min _{1 \leq k \leq N} \mathbb{E}\left(\sup _{t \in B_{k}} X_{t}\right) \tag{6.7}
\end{equation*}
$$

Integrate both sides of this inequality. By Sudakov's minoration (Theorem 6.1),

$$
\mathbb{E}\left(\max _{1 \leq k \leq N} X_{t_{k}}\right) \geq C_{1}^{-1} \varepsilon(\log N)^{1 / 2}
$$

Furthermore, the concentration inequalities, in the form for example of (2.9) or (4.2), (4.3), show that, for every $r \geq 0$, and every $k$,

$$
\mathbb{P}\left\{\left|Y_{k}-\mathbb{E} Y_{k}\right| \geq r\right\} \leq 2 \mathrm{e}^{-r^{2} / 2 c^{2} \varepsilon^{2}}
$$

This estimate easily and classically implies that

$$
\mathbb{E}\left(\max _{1 \leq k \leq N}\left|Y_{k}-\mathbb{E} Y_{k}\right|\right) \leq C_{3} c \varepsilon(\log N)^{1 / 2}
$$

where $C_{3}>0$ is numerical. Indeed, by the integration by parts formula, for every $\delta>0$,

$$
\begin{aligned}
\mathbb{E}\left(\max _{1 \leq k \leq N}\left|Y_{k}-\mathbb{E} Y_{k}\right|\right) & \leq \delta+\int_{\delta}^{\infty} \mathbb{P}\left\{\max _{1 \leq k \leq N}\left|Y_{k}-\mathbb{E} Y_{k}\right| \geq r\right\} d r \\
& \leq \delta+2 N \int_{\delta}^{\infty} \mathrm{e}^{-r^{2} / 2 c^{2} \varepsilon^{2}} d r
\end{aligned}
$$

and the conclusion follows by letting $\delta$ be of the order of $c \varepsilon(\log N)^{1 / 2}$. Hence, coming back to (6.7), we see that if $c>0$ is such that $\frac{1}{C_{1}}-c C_{3}=c$, the minoration inequality of the lemma holds. The value of $q_{0}$ in Theorem 6.3 only depends on this choice. (Since we may take $C_{1}=6$ and $C_{3}=20$ (for example), we see that $c=.007$ will work.) Lemma 6.4 is proved.

We now start the proof of Theorem 6.3 itself and the construction of a partition $\mathcal{A}$ and weights $\alpha$. Assume that $F(T)<\infty$ otherwise there is nothing to prove. In particular, $(T, d)$ is totally bounded. We further assume that $q \geq q_{0}$ where $q_{0}=c^{-1}$ has been determined by Lemma 6.4.

For each $n$ and each subset of $T$ of diameter less than or equal to $2 q^{-n}$, we will construct an associated partition in sets of diameter less than or equal to $2 q^{-n-1}$. Let thus $S$ be a subset of $T$ with $D(S) \leq 2 q^{-n}$. We first construct by induction a (finite) sequence $\left(t_{k}\right)_{k \geq 1}$ of points in $S . t_{1}$ is chosen so that $F\left(S \cap B\left(t_{1}, q^{-n-2}\right)\right)$ is maximal. Assume that $t_{1}, \ldots, t_{k-1}$ have been constructed and set

$$
H_{k}=\bigcup_{\ell<k}\left(S \cap B\left(t_{\ell}, q^{-n-1}\right)\right)
$$

If $H_{k}=S$, the construction stops (and it will eventually stop since $(T, d)$ is totally bounded). If not, choose $t_{k}$ in $S \backslash H_{k}$ such that $F\left(B_{k}\right)$ is maximal where we set $B_{k}=\left(S \backslash H_{k}\right) \cap B\left(t_{k}, q^{-n-2}\right)$. For every $k$, let

$$
A_{k}=\left(S \backslash H_{k}\right) \cap B\left(t_{k}, q^{-n-1}\right)
$$

Clearly $D\left(A_{k}\right) \leq 2 q^{-n-1}$ and the $A_{k}$ 's define a partition of $S$. One important feature of this construction is that, for every $t$ in $A_{k}$,

$$
\begin{equation*}
F\left(A_{k} \cap B\left(t, q^{-n-2}\right)\right) \leq F\left(B_{k}\right) \tag{6.8}
\end{equation*}
$$

On the other hand, the minoration lemma 6.4 applied with $\varepsilon=q^{-n-1}$ yields (since $q \geq c^{-1}$ ), for every $k$,

$$
\begin{equation*}
F(S) \geq c q^{-n-1}(\log k)^{1 / 2}+F\left(B_{k}\right) \tag{6.9}
\end{equation*}
$$

We denote by $\mathcal{A}(S)$ this ordered finite partition $\left\{A_{1}, \ldots, A_{k}, \ldots\right\}$ of $S$. (6.8) and (6.9) together yield: for every $A_{k} \in \mathcal{A}(S)$ and every $U \in \mathcal{A}\left(A_{k}\right)$,

$$
\begin{equation*}
F(S) \geq c q^{-n-1}(\log k)^{1 / 2}+F(U) \tag{6.10}
\end{equation*}
$$

We now complete the construction. Let $n_{0}$ be the largest in $\mathbb{Z}$ with $D(T) \leq$ $2 q^{-n_{0}}$. Set $\mathcal{A}_{n}=\{T\}$ and $\alpha_{n}(T)=1$ for every $n \leq n_{0}$. Suppose that $\mathcal{A}_{n}$ and $\alpha_{n}(S)$, $S \in \mathcal{A}_{n}, n>n_{0}$, have been constructed. We define

$$
\mathcal{A}_{n+1}=\bigcup\left\{\mathcal{A}(S) ; S \in \mathcal{A}_{n}\right\} .
$$

If $U \in \mathcal{A}_{n+1}$, there exists $S \in \mathcal{A}_{n}$ such that $U=A_{k} \in \mathcal{A}(S)$. We then set $\alpha_{n+1}(U)=$ $\alpha_{n}(A) / 2 k^{2}$. Let $t$ be fixed in $T$. With this notation, (6.10) means that for all $n \geq n_{0}$,

$$
F\left(A_{n}(t)\right) \geq c 2^{-1 / 2} q^{-n-1}\left(\log \frac{\alpha_{n}\left(A_{n}(t)\right)}{2 \alpha_{n+1}\left(A_{n+1}(t)\right)}\right)^{1 / 2}+F\left(A_{n+2}(t)\right)
$$

where we recall that we denote by $A_{n}(t)$ the element of $\mathcal{A}_{n}$ that contains $t$. Summing these inequalities separately on the even and odd integers, we get

$$
2 F(T) \geq c 2^{-1 / 2} \sum_{n>n_{0}} q^{-n-1}\left(\log \frac{\alpha_{n}\left(A_{n}(t)\right)}{2 \alpha_{n+1}\left(A_{n+1}(t)\right)}\right)^{1 / 2}
$$

and thus

$$
c(q-1)^{-1} q^{-n_{0}}+2 F(T) \geq c 2^{-1 / 2}\left(1-q^{-1}\right) \sum_{n>n_{0}} q^{-n}\left(\log \frac{1}{\alpha_{n}\left(A_{n}(t)\right)}\right)^{1 / 2}
$$

Since $2 q^{-n_{0}} \leq D(T)$, and since

$$
\begin{aligned}
2 F(T) & =\sup \left\{\mathbb{E}\left(\sup _{s, t \in U}\left|X_{s}-X_{t}\right|\right) ; U \text { finite in } T\right\} \\
& \geq \sup _{s, t \in T} \mathbb{E}\left|X_{s}-X_{t}\right|=\left(\frac{2}{\sqrt{\pi}}\right)^{1 / 2} D(T)
\end{aligned}
$$

it follows that, for some constant $C>0$ only depending on $q$,

$$
C F(T) \geq c \sum_{n>n_{0}} q^{-n}\left(\log \frac{1}{\alpha_{n}\left(A_{n}(t)\right)}\right)^{1 / 2} .
$$

Theorem 6.3 is therefore established.
It may be shown that if the Gaussian process $X$ in Theorem 6.3 is almost surely continuous on $(T, d)$, then there is a majorizing measure satisfying (6.6). We refer to [Ta2] or [L-T2] for the details.

Theorem 6.3 thus solved the question of the regularity properties of any Gaussian process. Prior to this result however, X. Fernique showed [Fe4] that the convergence of Dudley's entropy integral was necessary for a stationary Gaussian process to be almost surely bounded or continuous. One can actually easily show (cf. [L-T2]) that, in this case, the entropy integral coincides with a majorizing measure integral with respect to the Haar measure on the underlying parameter set $T$ endowed with a group structure. One may however also provide a direct and transparent proof of the stationary case on the basis of the above minoration principle (Lemma 6.4). We would like to conclude this chapter with a brief sketch of this proof.

Let thus $T$ be a locally compact Abelian group. Let $X=\left(X_{t}\right)_{t \in T}$ be a stationary centered Gaussian process indexed by $T$, in the sense that the $\mathrm{L}^{2}$-metric $d$ induced by $X$ is translation invariant on $T$. As announced, we aim to prove directly that for some numerical constant $C>0$,

$$
\int_{0}^{\infty}(\log N(T, d ; \varepsilon))^{1 / 2} d \varepsilon \leq C F(T)
$$

(cf. [Fe4], [M-P], [L-T2] for more general statements along these lines.) Since $d$ is translation invariant,

$$
\mathbb{E}\left(\sup _{s \in B(t, \varepsilon)} X_{s}\right) \quad \text { and } \quad N(B(t, \varepsilon), d ; \eta), \quad \varepsilon, \eta>0
$$

are independent of the point $t$. They will therefore be simpler denoted as

$$
\mathbb{E}\left(\sup _{s \in B(\varepsilon)} X_{s}\right) \quad \text { and } \quad N(B(\varepsilon), d ; \eta)
$$

Let $n \in \mathbb{Z}$. Choose in a ball $B\left(q^{-n}\right)$ a maximal family $\left(t_{1}, \ldots, t_{M}\right)$ under the relations $d\left(t_{k}, t_{\ell}\right) \geq q^{-n-1}, k \neq \ell$. Then the balls $B\left(t_{k}, q^{-n-1}\right), 1 \leq k \leq M$, cover $B\left(q^{-n}\right)$ so that $M \geq N\left(B\left(q^{-n}\right), d ; q^{-n-1}\right)$. Apply then Lemma 6.4 with $\varepsilon=q^{-n-1}$, $q \geq q_{0}=c^{-1}$ and $B_{k}=B\left(t_{k}, q^{-n-2}\right)$. We thus get

$$
\mathbb{E}\left(\sup _{t \in B\left(q^{-n}\right)} X_{t}\right) \geq c q^{-n-1}\left(\log N\left(B\left(q^{-n}\right), d ; q^{-n-1}\right)\right)^{1 / 2}+\mathbb{E}\left(\sup _{t \in B\left(q^{-n-2}\right)} X_{t}\right)
$$

Summing as before these inequalities along the even and the odd integers yields

$$
F(T) \geq C^{-1} \sum_{n} q^{-n}\left(\log N\left(B\left(q^{-n}\right), d ; q^{-n-1}\right)^{1 / 2}\right.
$$

Since

$$
\left.N\left(T, d ; q^{-n-1}\right) \leq N\left(T, d ; q^{-n}\right) N\left(B\left(q^{-n}\right), d ; q^{-n-1}\right)\right),
$$

the proof is complete.
To conclude, let us mention the following challenging open problem. Let $x_{i}$, $i \in \mathbb{N}$, be real valued functions on a set $T$ such that $\sum_{i} x_{i}(t)^{2}<\infty$ for every $t \in T$. Let furthermore $\left(\varepsilon_{i}\right)_{i \in \mathbb{N}}$ be a sequence of independent symmetric Bernoulli random variables and set, for each $t \in T, X_{t}=\sum_{i} \varepsilon_{i} x_{i}(t)$ which converges almost surely. The question of characterizing those "Bernoulli" processes $\left(X_{t}\right)_{t \in T}$ which are almost surely bounded is almost completely open (cf. [L-T2], [Ta14]). The Gaussian study of this chapter of course corresponds to the choice for $\left(\varepsilon_{i}\right)_{i \in \mathbb{N}}$ of a standard Gaussian sequence.

Notes for further reading. On the history of entropy and majorizing measures, one may consult respectively [Du2], [Fe4] and [He], [Fe4], [Ta2], [Ta18]. The first proof of Theorem 6.3 by M. Talagrand [Ta2] was quite different from the proof presented here following [Ta7]. Another proof may be found in [L-T2]. These proofs are based on the fundamental principle, somewhat hidden here, that the size of a metric space with respect to the existence of a majorizing measure can be measured by the size of the well separated subsets it contains (see [Ta10], [Ta12] for more on this principle). More on majorizing measures and minoration of random processes may be found in [L-T2] and in the papers [Ta10], [Ta12], and in the recent survey [Ta18] where in particular new examples of applications are described. It is shown in [L-T2] how the upper bound techniques based on entropy or majorizing measures (Theorems 6.1 and 6.2 ) can yield deviation inequalities of the type (4.2), which are optimal by Theorem 6.3. Sharp bounds on the tail of the supremum of a Gaussian process can be obtained with these methods (see e.g. [Ta13], [Lif2], [Lif3] and the many references therein). On construction of majorizing measures, see [L-T2], [Ta14], [Ta18]. For the applications of the Dudley-Fernique theorem on stationary Gaussian processes to random Fourier series, see [M-P], [L-T2].

