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This course is an introduction to the mathematics of statistical machine learning. The main
mathematical concepts and tools involved in the study of classical and more recent learning
algorithms are presented. Two types of scenarios are addressed: supervised classification
(whose applications range from pattern or image recognition to automatic medical diagnosis)
and online learning, where data is observed and processed sequentially.

In addition to various statistical models, these lectures will present probabilistic and
information-theoretic tools of primary importance in statistical research: non-asymptotic devi-
ation inequalities (in connection with the course on concentration inequalities), which may be
used to obtain mathematical guarantees on the performance of learning methods, and lower-
bound techniques (Fano’s and Assouad’s lemmas, Pinsker’s inequality) that are necessary to
investigate the optimality of learning methods.

Outline of the lectures:
1. Supervised classification: mathematical model
2. Deviation inequalities and Vapnik’s theory
3. Optimality in learning theory
4. Online learning: mathematical framework and algorithms
5. Online convex optimization, aggregation of expert advice and stochastic gradient descent
6. Boosting, and connections with game theory

Some references:

1. N. Cesa-Bianchi and G. Lugosi, Prediction, Learning, and Games, Cambridge Uni-
versity Press (2006).
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