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Abstract. In the context of the study of convergence speeds in the Central
Limit Theorem, we investigate some consequences of a general Lipschitz con-
traction property of probability transition kernels with respect to relative
entropy. This Markovian approach will enable us to discuss examples whose
behavior is not covered by results recently obtained by several authors. More
precisely, let X0, ..., Xn be IID real random variables, centered and normal-
ized. It is known that if their law admits a positive spectral gap and a finite
relative entropy with respect to ν, the standard Gaussian distribution, then
the relative entropy of law of (X0 + · · · + Xn)/

√
n + 1 with respect to ν goes

to zero at least as O(1/(n + 1)), for large n ∈ N. The two goals of this paper
are: on one hand, for any fixed p ∈ N∗, to find conditions insuring an entropic
convergence faster than O(1/(n + 1)p/2) and on the other hand to relax the
spectral gap assumption, even at the cost of slower convergence bounds.

1. Introduction

The objective of this paper is to present a Markovian approach to the entropic
convergence in Central Limit Theorem. Even if we are not yet completely satisfied
with the results obtained, they enable to exhibit some interesting examples with
respect to known behaviors.

We recall the existing results. Let X0, X1, ... be a sequence of IID real random
variables. We denote by µ their common law and we assume that it is centered
and of variance 1. For n ∈ N, consider mn the law of (X0 + · · ·+ Xn)/

√
n + 1. By

Central Limit Theorem, for large n ∈ N, the distribution mn weakly converges to
ν, the centered and normalized Gaussian law.
Under supplementary conditions, Barron & Johnson [14] and Artstein, Ball, Barthe
& Naor [5, 3] studied quantitatively this convergence in a entropic sense. Recall
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that the (relative) entropy of a probability measure m on R with respect to another
one η is defined by

Ent(m|η) !

{ ∫
ln
(

dm
dη

)
dm ≤ +∞ , if m % η

+∞ , otherwise

Furthermore, we say that a law µ on R admits a spectral gap λ, if the quantity

λ ! inf
f∈C1

b(R) : f "=µ[f ], µ−a.s.

µ[(f ′)2]
µ[(f − µ[f ])2]

is positive, where C1
b(R) is the set of C1 mappings from R to R which are bounded

and whose derivative is equally bounded.

Theorem 1.1 ([14, 5, 3]). With previous notations, assume that µ is of finite entropy
with respect to ν and admits a spectral gap. Then there exists a constant C0 ≥ 0
(depending on Ent(µ|ν) and λ) such that for any n ∈ N,

Ent(mn|ν) ≤ C0

n + 1
and it was furthermore shown in [2] that the LHS is non-increasing with respect
to the time parameter n ∈ N.

One outcome of this theorem is that it enables us to strengthen Berry and
Essen bounds. Remember that one version (cf [12]) of this result asserts that if µ
is supposed to admit a finite third absolute moment (namely

∫
|x|3 µ(dx) < +∞),

then there exists a universal constant 0 < C1 ≤ 3 such that for all n ∈ N,

sup
x∈R

|mn[(−∞, x]] − ν[(−∞, x]]| ≤ C1√
n + 1

∫
|x|3 µ(dx)

This order of convergence in n can be deduced from the above theorem, at least
under the assumptions presented there. Indeed, this is a direct consequence of
Csiszár-Kullback inequality (see e.g. [1]), saying that for any probabilities m, η,
we are assured of

‖m − η‖tv ≤
√

2
√

Ent(m|η)

where our convention for the total variation norm is that

‖m − η‖tv ! sup
f∈B(R) : ‖f‖∞≤1

|(m − η)[f ]|

with B(R) the set of bounded measurable functions on R (but the previous bound
is valid on any measurable space). In particular, we have

sup
x∈R

|mn[(−∞, x]] − ν[(−∞, x]] ≤ ‖mn − ν‖tv

2

≤ 1√
2

√
Ent(mn|ν)
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Remark nevertheless that the spectral gap hypothesis implies that µ admits mo-
ments of all orders (even “small” exponential moments, see e.g. [15]), thus we are
far away from the optimal validity condition of Berry and Essen bounds, but it
is also true that the total variation norm is much stronger than the supremum of
the difference between distribution functions (consider for instance the situation
where µ is a weighted sum of Dirac masses, then we have that Ent(mn|ν) = +∞
and ‖mn − ν‖tv = 2 for all n ∈ N, while Berry and Essen bounds are valid).

Our purpose in this note is twofold: on one hand for any p > 1, we will find
probabilities µ )= ν such that the corresponding quantity Ent(mn|ν) goes to zero
faster than 1/(n + 1)p (Proposition 3.8) and on the other hand we will discuss
the spectral gap hypothesis, showing ways to relax it in certain circumstances, in
particular if one can content oneself with bad estimates of order 1/

√
n + 1 for the

speed of convergence (Proposition 4.3). Finally let us mention that the ideas put
forth here are relatively simple, so we hope numerous improvements are possible,
see next section for a challenging direction.

2. A Markovian point of view

Our starting point is the observation that the sequence ((X0+· · ·+Xn)/
√

n + 1)n∈N
can be viewed as an inhomogeneous Markov chain. So one can try to apply general
Markovian methods for the quantitative study of the relative entropy evolution to
this particular context. Indeed, there are several possible choice for the reference
measure; one could consider the instantaneous invariant probabilities (as it is cus-
tomary in simulated annealing see for instance [17]) or the target probability ν
(one can even think of intermediate solutions). We will follow here this latter ap-
proach, since we already have a lot of informations about the standard Gaussian
law.

As in the introduction, let X0, ..., Xn, ... be a sequence of independent real
random variables. For our purpose they no longer need to be identically distributed
and for n ∈ N, we will denote by µn the law of Xn, which we assume to be centered
and of variance 1.
For fixed n ∈ N, let Kn+1 be the Markovian kernel describing the transition from
Yn ! (X0 + · · · + Xn)/

√
n + 1 to Yn+1. More precisely, for any x ∈ R, Kn+1(x, ·)

is the law of
√

n+1
n+2x + Xn+1√

n+2
, so that this ensures:

∀ f ∈ B(R), E[f(Yn+1)|Y0, Y1, ..., Yn] = Kn+1[f ](Yn)

(as usual this equality is understood P-a.s., with P the underlying probability).
From general results (cf [10]), we know that for every distribution m (and a priori
for every probability ν, even if from now on, the latter will stand for the standard
Gaussian law), we have

Ent(mKn+1|νKn+1) ≤ Ent(m|ν)
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In our applications in this paper, we will only use this easy relation, but let us
indicate how it can be quantified, since maybe the reader will be able to go further
than us. Following [10], we first construct a “generalized” kernel K∗

n+1,ν, namely
a Markovian operator from L1(ν) to L1(νKn+1), by requiring that

∀ f ∈ L1(ν), K∗
n+1,ν [f ] !

d(fν)Kn+1

dνKn+1

In order to compute it, let g ∈ B(R) be a test function. By definition and by an
obvious change of variable, we have

((fν)Kn+1)[g]

=
∫

f(x)Kn+1[g](x) ν(dx)

=
∫

f(x)g

(√
n + 1
n + 2

x +
y√

n + 2

)
µn+1(dy)ν(dx)

=
∫

µn+1(dy)
∫

dx
exp(−x2/2)√

2π
f(x)g

(√
n + 1
n + 2

x +
y√

n + 2

)

=
∫

µn+1(dy)
√

n + 2
n + 1

1√
2π

∫
dx exp

(
−n + 2

n + 1

(
x − y/

√
n + 2

)2

2

)

f

(√
n + 2
n + 1

(
x − y/

√
n + 2

)
)

g(x)

=
∫

dxFn(x, f)g(x)

where for any x ∈ R and f ∈ L1(ν),

Fn(x, f) !
√

n + 2
n + 1

1√
2π

∫
µn+1(dy) exp

(
−n + 2

n + 1

(
x − y/

√
n + 2

)2

2

)

f

(√
n + 2
n + 1

(
x − y√

n + 2

))

(this expression is dx-a.s. finite), thus it appears that we can take

K∗
n+1,ν[f ](x) =

Fn(x, f)
Fn(x, )

=
1

ϕn+1(x)

∫
µn+1(dy) exp

(√
n + 2

n + 1
xy − 1

2
y2

n + 1

)

f

(√
n + 2
n + 1

(
x − y/

√
n + 2

)
)
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with

∀ x ∈ R, ϕn+1(x) = E
[
exp

(√
n + 2

n + 1
xXn+1 −

1
2

X2
n+1

n + 1

)]

In fact our main interest in kernel K∗
n+1,ν comes from the Dirichlet form En+1,ν

defined on L2(ν) by the following formula, for any f, g ∈ L2(ν),

En+1,ν(f, g)
! ν[f(Id − Kn+1K

∗
n+1,ν)[g]]

=
∫

ν(dx) f(x)(g(x) − Kn+1K
∗
n+1,ν [g](x))

= −
∫

ν(dx) f(x)Kn+1K
∗
n+1,ν [g − g(x)](x)

= −
∫

ν(dx)µn+1(dy) f(x)K∗
n+1,ν [g − g(x)]

(√
n + 1
n + 2

x +
y√

n + 2

)

This leads us to calculate for any x, y ∈ R,

K∗
n+1,ν[g − g(x)]

(√
n + 1
n + 2

x +
y√

n + 2

)

=
1

ϕn+1

(√
n+1
n+2x + y√

n+2

)
∫

µn+1(dz) exp
(
− z2

2(n + 1)
+

xz√
n + 1

+
yz

n + 1

)

(
g
(
x + y/

√
n + 1 − z/

√
n + 1

)
− g(x)

)

This suggests to consider the change of variable where x is replaced by x −
y/

√
n + 1, since then we end up with a rather symmetrical expression:

En+1,ν(f, g)

=
∫

ν(dx)µn+1(dy)µn+1(dz)
exp

(
x(y+z)√

n+1
− y2

2(n+1) −
z2

2(n+1)

)

ϕn+1

(√
n+1
n+2x

) f(x − y/
√

n + 1)

(g(x − y/
√

n + 1) − g(x − z/
√

n + 1))

=
1
2

∫
ν(dx)µn+1(dy)µn+1(dz)

exp
(

x(y+z)√
n+1

− y2

2(n+1) −
z2

2(n+1)

)

ϕn+1

(√
n+1
n+2x

)

(f(x − y/
√

n + 1) − f(x − z/
√

n + 1))(g(x − y/
√

n + 1) − g(x − z/
√

n + 1))

So we are led to introduce for n ∈ N and x ∈ R, the distribution Mn+1,x defined
on R by

Mn+1,x[h]
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!
1

ϕn+1

(√
n+1
n+2x

)
∫

µn+1(dy) exp
(

xy√
n + 1

− y2

2(n + 1)

)
h(x − y/

√
n + 1)

with h ∈ B(R) a test function, because we can rewrite

En+1,ν(f, g) =
1
2

∫
ν(dx)ϕn+1

(√
n + 1
n + 2

x

)
Cov(f, g; Mn+1,x)

where Cov(f, g; Mn+1,x) denote the covariance of f and g with respect to Mn+1,x.
In particular, the modified logarithmic Sobolev constant αn associated to ν and
En+1,ν ,

αn ! inf
f∈L2(ν)\Vect( )

En+1,ν(f2, ln(f2))
Ent(f2; ν)

where Ent(f2; ν) is an abbreviation for Ent(f2ν/ν[f2]|ν), can be expressed as

αn =
1
2

∫
ν(dx)ϕn+1

(√
n + 1
n + 2

x

)
Cov(f2, ln(f2); Mn+1,x)

≥ inf
f∈L2(ν)\Vect( )

∫
ν(dx)ϕn+1

(√
n+1
n+2x

)
Ent(f2; Mn+1,x)

Ent(f2; ν)

(where we have used Jensen’s inequality
∫

ln(f2) dMn+1,x ≤ ln
(∫

f2 dMn+1,x

)
to

traditionally deduce that Cov(f2, ln(f2); Mn+1,x) ≥ 2Ent(f2; Mn+1,x)).
The role of this ergodic coefficient αn is particularly important, since we have
shown in [10] that there exists a universal constant 0 < ρ ≤ 1 such that

Ent(mKn+1|νKn+1) ≤ (1 − ραn)Ent(m|ν)(2.1)

Unfortunately, except in the case where µn+1 = ν (or more generally if dµn+1/dν
is bounded above and below by positive constants), we don’t know how to estimate
αn! Nevertheless, we remark that if µn+1 = ν, then this ensures:

Ent(mKn+1|νKn+1) = Ent(mKn+1|ν) ≤
(

1 − 1
n + 2

)
Ent(m|ν)(2.2)

as it can be proved by directly using a classical Ornstein-Uhlenbeck process, which
permits to go from m to mKn+1 in a continuous time interval of length ln((n +
2)/(n + 1)) (cf also [10]).

Coming back to the general situation, we note that

Ent(mKn+1|ν) = Ent(mKn+1|νKn+1) +
∫

ln
(

dνKn+1

dν

)
dmn

and we compute that ν-a.s. for x ∈ R,

dνKn+1

dν
(x) =

√
n + 2
n + 1

exp
(
− x2

2(n + 1)

)
ϕn+1(x)
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Taking into account that for each n ∈ N, mn is of variance 1, we get that

(2.3)

Ent(mn+1|ν) ≤ Ent(mn|ν) +
1
2

ln
(

n + 2
n + 1

)
− 1

2(n + 1)
+
∫

ln (ϕn+1) dmn+1

and our task in next section will be to evaluate this last term.

Remarks 2.1. a) The fact that the sequence (Ent(mn|ν))n≥0 is non-increasing
when all the distributions µn, n ∈ N, are equal seems difficult to deduce from (2.3).
Of course in general, when these laws are different, this monotonicity property is
wrong, consider for instance the cases where µ0 = ν )= µ1.
b) The universal constant ρ appears in a very bad place in (2.1). Indeed, let be
given a sequence (En)n∈N of nonnegative reals verifying the inequalities

∀ n ∈ N, En+1 ≤ (1 − a/(n + 1))En + b/(n + 1)c(2.4)

where a, b, c > 0 are fixed. Then by analogy with the corresponding differential
inequality, it can be shown that there exists a constant C > 0 such that for all
n ∈ N, we are assured of

c − a < 1 ⇒ En ≤ C

(n + 1)c−1

c − a = 1 ⇒ En ≤ C ln(n + 2)
(n + 1)a

c − a > 1 ⇒ En ≤ C

(n + 1)a

(and starting from the opposite inequalities in (2.4), one has similar reversed
bounds, see for instance appendix A of [11]) so the coefficient a is quite crucial for
the asymptotic behavior of the sequence (En)n∈N.
c) Nevertheless, we note that for fixed x ∈ R and f ∈ C1

b(R), we have, if f takes
values in some compact subset of (0, +∞),

lim
n→∞

(n + 1)Cov(f2, ln(f2); Mn+1,x) = 4(f ′(x))2

lim
n→∞

ϕn+1

(√
n + 1
n + 2

x

)
= 1

so heuristically, we hope that for large n ∈ N,

αn ∼ 2
n + 1

inf
f∈L2(ν)\Vect( )

∫
(f ′(x))2 ν(dx)
Ent(f2; ν)

=
1

n + 1
where for the last identity we have used the well-known fact that the logarithmic
Sobolev constant associated to ν is 1/2 (see for instance [1]).
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More precisely, this expected behavior leads us to conjecture that under nice con-
ditions on the family (µn)n≥0 (a uniform spectral gap assumption for instance?),
we have directly for large n ∈ N,

inf
f∈L2(ν)\Vect( )

Ent(f2; ν) − Ent(K∗
n+1,ν [f2]; νKn+1)

Ent(f2; ν)
∼ 1

n + 1

(in [10] we have shown that the LHS always belongs to the interval [ραn, αn] and
this the reason of the apparition of the universal constant ρ in (2.1)), namely (2.2)
would be asymptotically almost satisfied.
Of course, such a result would greatly help our approach of the subject, since via
the difference inequalities of previous remark (b) and the considerations of next
sections, we would end up with bounds close to that of Theorem 1.1, under appro-
priate assumptions (but surprisingly, it would not be possible by this method to
get a convergence speed estimate better than O(1/(n + 1))). We hope to be able
to develop such a study in the future.
Finally, let us remark that it is not really necessary to consider all the functions
f ∈ L2(ν) \Vect( ) in the above infima, since we only need the corresponding in-
equalities with f = fn !

√
dmn/dν and one can already have at his disposal some

informations on this function (for instance a uniform spectral gap assumption on
the family (µp)p∈N implies the same property for the family (mp)p∈N = (f2

p ν)p∈N,
see e.g. next section).

3. Examples of “fast” convergence

We will be interested here in properties of (subclasses of) Np, for p ∈ N, the set
of probability measures on R whose p first moments coincide with those of ν (by
convention the moment of order 0 is the total mass, so N0 is just the set of all
probabilities on R).

These sets are quite natural in our setting, for instance our basic assumption
in last section was that for every n ∈ N, µn ∈ N2. Then all the distributions
mn, n ∈ N, also belong to N2. This kind of stability by appropriately weighted
convolution is a general fact for the Np, p ∈ N:

Lemma 3.1. Let p ∈ N, and 0 ≤ t ≤ 1 be fixed. If we are given two probabilities
µ, µ′ ∈ Np, then we are assured that m ∈ Np, where m is the probability defined by

∀ f ∈ B(R), m[f ] =
∫

f(tx +
√

1 − t2y)µ(dx)µ′(dy)

Proof. Let k ∈ N, 0 ≤ k ≤ p, be given. We compute that
∫

xk m(dx) =
∫

(tx +
√

1 − t2y)k µ(dx)µ′(dy)
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=
∫ ∑

0≤l≤k

(
k
l

)
tlxl(1 − t2)

k−l
2 yk−l µ(dx)µ′(dy)

=
∑

0≤l≤k

(
k
l

)
tl(1 − t2)

k−l
2

∫
xl µ(dx)

∫
yk−l µ′(dy)

=
∑

0≤l≤k

(
k
l

)
tl(1 − t2)

k−l
2

∫
xl ν(dx)

∫
yk−l ν(dy)

=
∫

(tx +
√

1 − t2y)k ν(dx)ν(dy)

=
∫

xk ν(dx)

In particular, if for some p ∈ N, we assume that for all n ∈ N, µn ∈ Np, then
we also end up with mn ∈ Np for all n ∈ N.
As mentioned at the end of last section, the spectral gap is also “preserved” by this
kind of operation. In a certain manner, this observation (applied to discrete “carrés
du champs”) was at the heart of celebrated Gross’ proof [13] of the logarithmic
Sobolev inequality for the standard normal distribution.

Lemma 3.2. Let t ≥ 0 and two probabilities µ and µ′ be given and define m as in
the previous lemma. If we assume that µ and µ′ admit respectively as spectral gaps
λ > 0 and λ′ > 0, then m also satisfies such an inequality and its spectral gap is
larger than λ ∧ λ′.

Proof. It is well-known (cf for instance [1]) that µ⊗µ′ admits a spectral gap larger
than λ ∧ λ′, in the sense that

∀ g ∈ C1
b(R2), (λ ∧ λ′)µ ⊗ µ′[(g − µ ⊗ µ′[g])2] ≤ µ ⊗ µ′[(∂1g)2 + (∂2g)2]

(where ∂1 and ∂2 designate the partial derivatives with respect to the first and
second variables). Let a function f ∈ C1

b(R) be given and consider the mapping
g ∈ C1

b(R2) defined by

∀ (x, y) ∈ R2, g(x, y) ! f(tx +
√

1 − t2y)

Clearly, we have

µ ⊗ µ′[g] = m[f ]
µ ⊗ µ′[(g − µ ⊗ µ′[g])2] = m[(f − µ[f ])2]

and since

∀ (x, y) ∈ R2, (∂1g)2(x, y) + (∂2g)2(x, y) = (f ′(tx +
√

1 − t2y))2

we are also assured of µ ⊗ µ′[(∂1g)2 + (∂2g)2] = m[(f ′)2]. Thus it appears that

(λ ∧ λ′) m[(f − µ[f ])2] ≤ m[(f ′)2]

and the above lemma follows at once.



10 Laurent Miclo

These two invariance properties lead us to introduce for any p ∈ N and any
λ > 0, the class Np(λ) of elements from Np with a spectral gap larger than λ.
Our main task in this section will be to prove the following result which will be
fundamental for our future estimations.

Proposition 3.3. Let p ∈ N and λ > 0 be fixed. With the notations of the previous
section, assume that all the distributions µn, n ∈ N, belong to Np(λ), then there
exists a constant C > 0 (only depending on p and λ) such that

∀ n ∈ N,

∣∣∣∣
1
2

ln
(

n + 2
n + 1

)
− 1

2(n + 1)
+
∫

ln (ϕn+1) dmn+1

∣∣∣∣ ≤ C

(n + 1)(p+1)/2

The proof of this bound is based on classical Taylor expansions (thus in
some sense, we are only recycling the idea underlying the simple proof of the
Central Limit Theorem via characteristic functions), but we will take some care in
justifying them in the next string of technical lemmas. We begin by introducing
some notations.
Let a probability µ be fixed, we define for any 0 ≤ t ≤ 1 and any x, y ∈ R,

h(t) ! t
√

1 + t2

Ut(x, y) = h(t)xy − t2
y2

2

Fx(t) ! ln
(∫

exp(Ut(x, y)) dµ

)

The parameter t should be think of as 1/
√

n + 1, since one would have noticed
that if µ = µn+1, then we get by definition,

∀ x ∈ R, ϕn+1(x) = Fx

(
1√

n + 1

)

So we are interested in differentiating Fx(t) with respect to small t to obtain, for
large n ∈ N, appropriate expansions of the expression considered in Proposition
3.3. Formally it is not very difficult, and the Gibbs probability

µt,x(dy) !
exp(Ut(x, y))µ(dy)

µ[exp(Ut(x, ·))](3.1)

appears to have a promising role (equally note that the probability Mn+1,x intro-
duced in the previous section can then be written µ 1√

n+1 ,
√

n+1
n+2 x

, if µ = µn+1). For

instance and at least heuristically, we get

∂tFx(t) =
∫

∂tUt(x, y)µt,x(dy)

Indeed this inequality is correct; the usual rule of differentiation under the integral
is fulfilled, since we check that for any 0 ≤ t ≤ 1 and x, y ∈ R,

|∂tUt(x, y) exp(Ut(x, y))| ≤
∣∣∣∣
1 + 2t2√
1 + t2

xy − ty2

∣∣∣∣ exp((1 + t2)x2/2)
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≤ (3 |x| |y| + y2) exp(x2)

which is integrable in y with respect to µ. Nevertheless, we need better estima-
tions of ∂tFx(t) than those deduced from this bound and the Jensen inequality
µ[exp(Ut(x, ·)] ≥ exp(µ[Ut(x, ·)]), because we shall rather differentiate in t inte-
grals of Fx(t) with respect to certain distributions of x (which will not necessarily
integrate expression like exp(εx2), for any ε > 0; recall that the typical example
of a probability on R having a spectral gap is the exponential law on R+). Be-
fore working in this direction, let us recall a general result, in fact valid on any
measurable space.

Lemma 3.4. Let η be a probability and V be a nonnegative measurable function.
Then for any q ≥ 0, we have

∫
V q exp(−V )

Z
dη ≤

∫
V q dη

where Z !
∫

exp(−V ) dη is the normalizing constant.

Proof. For s > 0, let Zs !
∫

exp(−sV ) dη and define ηs as the probability
exp(−sV )η/Zs. Without any difficulty, we compute that for s > 0,

∂s

∫
V q dηs = −

∫
V q+1 dηs +

∫
V q dηs

∫
V dηs

≤ −
∫

V q+1 dηs +
(∫

V q+1 dηs

)q/(q+1) (∫
V q+1 dηs

)1/(q+1)

= 0

So for any 0 < u ≤ s, we have
∫

V q dηs ≤
∫

V q dηu

and the RHS is converging to η[V q] ≤ +∞ when u goes to 0+.

This simple bound will be quite useful to deduce the next crucial one:

Lemma 3.5. Assume that µ admits a spectral gap λ > 0, then for any q ∈ N, there
exists a finite constant C(λ, q) such that

∀ 0 ≤ t ≤ 1, ∀ x ∈ R,

∫
|y|q µt,x(dy) ≤ C(λ, q)(1 + |x|3q)

Proof. By classical approximation results, the bound
∫

f2 dµ ≤
(∫

f dµ

)2

+ λ−1

∫
(f ′)2 dµ

is extended to any function f of class C1 on R, by allowing that the RHS can be
infinite.
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For fixed t ≥ 0, x ∈ R and p ∈ N∗, we apply this inequality with the mapping f
defined by

f : R / y 0→ yp exp(Ut(x, y)/2)

so, after dividing by
∫

exp(Ut(x, y)) dµ, we obtain that

(3.2)∫
y2p µt,x(dy)

≤
(∫

yp exp(Ut(x, y)/2)µ(dy)
)2

∫
exp(Ut(x, y)) dµ

+
∫

(pyp−1 + yp(h(t)x − t2y)/2)2 µt,x(dy)

≤
∫

y2p µ(dy) + 2p2

∫
y2p−2 µt,x(dy) +

1
2

∫
y2p(h(t)x − t2y)2 µt,x(dy)

The two first terms of the RHS are quite easy to dispose of: due the spectral gap
inequality verified by µ, we know there exists a finite constant C1(λ, 2p) bounding∫

y2p µ(dy) independently of such µ. In other respects, there exists a finite constant
C2(λ, 2p) such that

∀ y ∈ R, y2p−2 ≤ C2(λ, 2p) +
1

6p2
y2p

relation implying that

2p2

∫
y2p−2 µt,x(dy) ≤ 2p2C2(λ, 2p) +

1
3

∫
y2p µt,x(dy)

To treat the last term of (3.2), we rewrite it as

(3.3)
t2

2

∫
y2p(

√
1 + t2x − ty)2 µt,x(dy)

≤ t

2

∫
|y|2p−1 (

√
1 + t2 |x| + |

√
1 + t2x − ty|)(

√
1 + t2x − ty)2 µt,x(dy)

≤ h(t)
2

|x|
∫

|y|2p−1 (
√

1 + t2x − ty)2 µt,x(dy)

+
t

2

∫
|y|2p−1

∣∣∣
√

1 + t2x − ty
∣∣∣
3

µt,x(dy)

Noting that we also have for any t ≥ 0 and x ∈ R,

µt,x(dy) =
exp(−(

√
1 + t2x − ty)2)µ(dy)∫

exp(−(
√

1 + t2x − tz)2)µ(dz)
we are led to apply twice Lemma 3.4 with reference probability and potential

η(dy) !
|y|2p−1 µ(dy)
∫
|z|2p−1 µ(dz)

V (y) ! (
√

1 + t2x − ty)2
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and respectively with q = 1 and q = 3/2. Thus we get for instance that for
0 ≤ t ≤ 1,

h(t)
2

|x|
∫

|y|2p−1 (
√

1 + t2x − ty)2 µt,x(dy)

≤ 1√
2
|x|
∫

|y|2p−1 (
√

1 + t2x − ty)2 µ(dy)
∫

|y|2p−1 µt,x(dy)

≤ C3(λ, p)(1 + |x|3)
(∫

|y|2p µt,x(dy)
)1−1/(2p)

where C3(λ, p) is an appropriate constant (once again we have used that the quan-
tity

∫
|y|2p+3 µ(dy) is uniformly bounded over probabilities µ with a spectral gap

larger than λ). Now using a Young relation, we can find another finite constant
C4(λ, p) such that the last RHS is bounded by

C4(λ, p)(1 + x6p) +
1
6

∫
|y|2p µt,x(dy)

We can proceed in a similar way with the term t
∫
|y|2p−1 |

√
1 + t2x−ty|3µt,x(dy)/2

and combining all these estimates we end up with the bound stated in the above
lemma if q = 2p. The general case follows by suitable Hölder inequalities.

In particular, these computations show that under the hypothesis of previous
lemma, one can find a finite constant C(λ) such that for any 0 ≤ t ≤ 1 and x ∈ R,

|∂tFx(t)| =
∣∣∣∣
∫

1 + 2t2√
1 + t2

xy − ty2 µt,x(dy)
∣∣∣∣

≤ 3 |x|
∫

|y| µt,x(dy) +
∫

y2 µt,x(dy)

≤ C(λ)(1 + x6)

The next result generalizes this kind of bound:

Lemma 3.6. For any fixed x ∈ R, the mapping [0, 1] / t 0→ Fx(t) belongs to
C∞([0, 1]) and if we assume that µ admits a spectral gap λ > 0, then for any given
p ∈ N∗, there exists another finite constant C(λ, p) such that

∀ 0 ≤ t ≤ 1, ∀ x ∈ R, |∂p
t Fx(t)| ≤ C(λ, p)(1 + x6p)

Proof. If V is a polynomial function in one variable, it is not difficult to justify the
following differentiation under the integral, as in the discussion before Lemma 3.4,
for any 0 ≤ t ≤ 1 and x ∈ R,

∂t

∫
V (y)µt,x(dy) =

∫
V (y)∂tU(x, y)µt,x(dy)

−
∫

V (y)µt,x(dy)
∫

∂tUt(x, y)µt,x(dy)
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so taking into account that h belongs to C∞(R+), it appears easily that [0, 1] /
t 0→ Fx(t) is equally of class C∞. Indeed, if p ∈ N∗ is given, ∂p

t Fx(t) appears as a
weighted sum of products of expressions like

∫
∂α0

t Ut(x, y)∂α1
t Ut(x, y) · · · ∂αr

t Ut(x, y)µt,x(dy)

where α0 ≥ α1 ≥ · · · ≥ αr > 0 are r + 1 nonnegative integers. More precisely, let
us denote Hα(t, x) this integral, where α = (αi)i∈N is a multi-index whose entries
are non-increasing elements of N and αl = 0 for l > r. Let A be the set of all
such sequences (with varying r ∈ N 2 {−1}, r = −1 corresponds to the element
of A whose all entries are 0 and which we will also designate by 0, by traditional
conventions H0 = ) and for α = (αi)i∈N ∈ A, we note |α| =

∑
i∈N αi ∈ N (α is

then sometimes called a partition of |α|).
Let us go one step further and iterate this construction. First we put on A the
lexicographical total order, namely for two given elements α = (αi)i∈N and α′ =
(α′

i)i∈N of A, we say that α ≥ α′ if there exists i0 ∈ N 2 {∞} such that αi = α′
i

for any 0 ≤ i < i0 and αi0 > α′
i0 (of course this condition is void if i0 = ∞,

or equivalently if α = α′). Next we consider A the set of all sequences of non-
increasing elements of A which are null after some rank. As before, the height of
an element A = (Ai)i∈N ∈ A is the nonnegative integer |A| !

∑
i∈N |Ai| and we

associate to A the mapping HA defined on [0, 1]× R by

∀ 0 ≤ t ≤ 1, ∀ x ∈ R, HA(t, x) !
∏

i∈N
HAi(t, x)

Then it can be shown recursively that for any A ∈ A, there exists an integer
N(A) ∈ Z, independent from the real numbers 0 ≤ t ≤ 1, x ∈ R, and from the
underlying distribution µ, such that for any fixed p ∈ N∗,

∀ 0 ≤ t ≤ 1, ∀ x ∈ R, ∂p
t Fx(t) =

∑

A∈A : |A|=p

N(A)HA(t, x)

(one would have noticed there is only a finite number of A ∈ A verifying |A| = p).
To compute the coefficients N(A), for A ∈ A, one can apply a sort of tree

algorithm: if A = (A0, ..., Ar, 0, ...) ∈ A is given, with Ar )= 0, at height |A|, it
gives birth to three types of sons, each of them of height |A| + 1:
• Let us denote for 0 ≤ i ≤ r, Ai = (αi,0, αi,1, ..., αi,ri , 0, ...), with αi,ri > 0. Then
for any choice of 0 ≤ i ≤ r and 0 ≤ j ≤ ri, we obtain a son of A by replacing αi,j

by αi,j + 1 (all the other coordinates remaining the same) and by rearranging in
a natural way the object thus obtained in order to ensure that it still belongs to
A (i.e. that the monotonicity properties entering the definitions of A and A are
fulfilled). Thus one has created

∑
0≤i≤r ri sons and some of them can be equal.

• Another type of son is obtained by choosing an index 0 ≤ i ≤ r, replacing Ai

by (αi,0, αi,1, ..., αi,ri , 1, 0, 0, ...) and proceeding to the necessary rearrangements.
This operation creates r sons, as before not necessarily different.
• Finally, we add r new sons, all of them equal to (A0, A1, ..., Ar, 1, 0, 0, ...), where
1 designate here the element of A given by (1, 0, 0, ...).
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If B is a son of A, we will write A ⇀ B if it was created by one of the two first
procedures and A ⇁ B otherwise. Then we have that for any B ∈ A,

N(B) =
∑

A∈A : A⇀B

N(A) −
∑

A∈A : A⇁B

N(A)

For instance, we compute that at height 3, for any 0 ≤ t ≤ 1 and any x ∈ R,

∂3
t Fx(t) = HA(0)(t, x) + 3HA(1)(t, x) + HA(2)(t, x) − 3HA(3)(t, x)(3.4)

−3HA(4)(t, x) + 2HA(5)(t, x)

where

A(0) ! 3 A(1) ! 2 1 A(2) ! 1 1 1

A(3) !
2
1 A(4) ! 1 1

1 A(5) !
1
1
1

(with obvious notations, we have represented the elements of A as arrays, the lines
corresponding to elements of A∗, but the fact that above they appear under forms
of Young tableaux is accidental).
Now let us come back for some given α = (αi)i∈N ∈ A∗ ! A\{0} and for 0 ≤ t ≤ 1,
x, y ∈ R, to the expression

∏
i∈N ∂αi

t Ut(x, y), with the unusual convention that
∂0

t Ut(x, y) ≡ 1. Taking into account that

∂tUt(x, y) = h′(t)xy − ty2

∂2
t Ut(x, y) = h′′(t)xy − y2

∀ k ∈ N, k ≥ 3, ∂k
t Ut(x, y) = h(k)(t)xy

we see there exist coefficients a(α, k, t) depending on α ∈ A∗, k ∈ N, k ≤ r(α) !
max{i ∈ N : αi )= 0} and 0 ≤ t ≤ 1, such that this ensures the following
polynomial expansion for any x, y ∈ R,

∏

i∈N
∂αi

t Ut(x, y) =
∑

0≤k≤r(α)

a(α, k, t)xky2r(α)−k

Furthermore it is quite clear that for any p ∈ N, the quantity

b(p) ! sup
α∈A : |α|=p

(
sup

0≤k≤r(α), 0≤t≤1
|a(α, k, t)|

)

is finite, so via Young inequalities, we can find a family of constants (C(p))p∈N∗

such that for any α = (αi)i∈N ∈ A∗,

∀ 0 ≤ t ≤ 1, ∀ x, y ∈ R,

∣∣∣∣∣
∏

i∈N
∂αi

t Ut(x, y)

∣∣∣∣∣ ≤ C(|α|)(1 + |x|2|α| + |y|2|α|)
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(one would have noticed the general fact r(α) ≤ |α|). The bound stated in Lemma
3.6 follows by putting together all these considerations and applying Lemma 3.5
and some more Young inequalities.

We now have at our disposal all the ingredients needed for the proof of
Proposition 3.3.
So let p ∈ N and λ > 0 be fixed as in the statement of this result. We make the
hypothesis that we are given two probabilities m, µ ∈ Np(λ) and we define for
0 ≤ t ≤ 1,

G(t) !
1
2

ln(1 + t2) − 1
2
t2 −

∫
Fx(t)m(dx)(3.5)

which is just the expression we want to bound, if m = mn+1, µ = µn+1 and
t = 1/

√
n + 1. We also notice that

G(t) =
∫

ln
(

dνQµ,t

dν

)
dm

where Qµ,t is the Markovian kernel defined as Kn+1, but replacing µn+1 by µ and
n + 1 by 1/t2 (namely for any x ∈ R, Qµ,t(x·) is the law of x√

1+t2
+ tX√

1+t2
, where

X is distributed as µ). In particular G is identically equal to zero if µ = ν, since
in this case the standard Gaussian distribution ν is invariant (even reversible) for
Qν,t, for any t ≥ 0.
The positive spectral gap of m ensures that it admits moments of all order, thus
estimates of Lemma 3.6 enable us to be convinced that [0, 1] / t 0→ G(t) belongs
to C∞([0, 1]) and that we can find a finite constant C5(λ, p), depending only on λ
and p, bounding G(p+1)(t) uniformly in t ∈ [0, 1]. Classical Taylor expansion up to
the p-order with remainder term then show that for any 0 ≤ t ≤ 1,

∣∣∣∣G(t) − G(0) − G′(0)t − · · ·− G(p)(0)
tp

p!

∣∣∣∣ ≤ C5(λ, p)
tp+1

(p + 1)!
(3.6)

But let us return to the considerations developed in the proof of Lemma 3.6. Since
we have for any x, y ∈ R,

∂tUt(x, y)|t=0 = h′(0)xy = xy

∂2
t Ut(x, y)

∣∣
t=0

= h′′(0)xy − y2 = −y2

∀ k ∈ N, k ≥ 3, ∂k
t Ut(x, y)

∣∣
t=0

= h(k)(0)xy

it appears that for any α = (αi)i∈N ∈ A∗, the expression
∏

i∈N ∂αi
t Ut(x, y)

∣∣
t=0

is
a polynomial in x and y where the variable y (respectively x) appears at most at
the power |α|. Furthermore, for any x ∈ R, µ0,x = µ, so for any k ∈ N, 0 < k ≤ p,
the quantity G(k)(0) only depends on m and µ through their moments of order
less or equal to p. By assumption, the latters coincide with those of the standard
normal law and we know that if µ = ν then all derivatives of G are null. Thus we
conclude that in our case we equally have G′(0) = · · · = G(p)(0) = 0 = G(0) (the
latter equality is always true), so Proposition 3.3 follows from (3.6), once we allow
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the replacements m = mn+1, µ = µn+1 and t = 1/
√

n + 1 (taking into account
Lemmas 3.1 and 3.2 to check that mn+1 ∈ Np(λ)).

Remarks 3.7. a) Because the laws we considered have moments of all order, we
have not taken much care in exponents of the variable x. Nevertheless, let us
indicate that it is possible to improve the |x|3q of Lemma 3.5 into x2q (and by
consequence the x6p of Lemma 3.6 can be replaced by x4p). To do so, instead of
upper bounding t |y| by

√
1 + t2 |x|+ |

√
1 + t2x− ty| in (3.3), rather bound t2y2 by

(
√

1 + t2x− ty)2 +2
√

1 + t2 |x| |
√

1 + t2x− ty|+(1+ t2)x2. One can then carry on
with manipulations similar to those presented after (3.3) and conclude to the above
mentioned improvement. But we are not sure that the power of x thus obtained is
the best possible one. Indeed, we conjecture that in Lemma 3.5, it is a term like
|x|q which should appear. Note that it is the case if µ = ν, situation where exact
computations can be conducted.
b) At the end of the proof of Proposition 3.3, the requirement that m ∈ Np(λ)
was a little too strong. In view of above remark, if p ∈ N∗ is fixed, it is sufficient
that m admits a moment of order 4(p + 1) to obtain there exists a finite constant
C depending on p,

∫
x4(p+1) m(dx) and λ > 0, such that µ ∈ Np(λ) implies that

∀ 0 ≤ t ≤ 1, |G(t)| ≤ Ctp+1

c) In next section we will also discuss about the hypothesis that µ admits a positive
spectral gap. But let us already mention that as far as only bounds like (3.6)
are concerned, there is an easy condition dispensing us from this assumption. It
corresponds to the cases where µ has a compact support, say for instance that
µ[(−∞,−M) 2 (M, +∞)] = 0, where M > 0 is finite. In this situation we are
assured in Lemma 3.5 of the obvious bound

∫
|y|q µt,x(dy) ≤ M q, for any q ∈ N,

any 0 ≤ t ≤ 1 and above all any x ∈ R. Then reexamining the above computations,
it appears that for any p ∈ N∗, we can find a finite constant C depending only on
p, M and

∫
|x|p+1 m(dx) (assumed to be finite), insuring that for all such µ ∈ Np,

we have |G(t)| ≤ Ctp+1. Recall that there exists such probabilities µ which are
finite weighted sums of Dirac masses and thus are not admitting a positive spectral
gap in the way we have defined it.
d) Using the computation made in (3.4), it appears at height 3 that for µ, m ∈
N2(λ), we have

G(3)(0) =
∫

∂3
t Fx(0)m(dx)

=
∫

HA(2)(0, x)m(dx)

=
∫

x3 m(dx)
∫

y3 µ(dy)

Thus if furthermore
∫

y3 µ(dy) )= 0 )=
∫

x3 m(dx), then the corresponding G(t) is
equivalent to G(3)(0)t3/6 for small t > 0 (the difference between these terms being
at least of order O(t4)). Nevertheless a little miracle comes to our rescue when we
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apply this result: if for all n ∈ N, µn ∈ N2 and µn admits a moment of order 3,
we get that for any n ∈ N,

∫
x3 mn(dx) = E[Y 3

n ]

=
1

(n + 1)3/2

∑

0≤i≤n

E[X3
i ]

so typically if
∫

y3 µn(dy) is bounded uniformly in n ∈ N, then
∫

x3 mn(dx) is of
order 1/

√
n + 1. In particular, assuming that for all n ∈ N, µn ∈ N2(λ) for some

fixed λ > 0, we end up with the existence of a constant C(λ) depending only on
λ, such that

∀ n ∈ N, |Ent(mn+1|ν) − Ent(mn+1|νKn+1)| ≤ C(λ)
(n + 1)2

Thus taking into account the conjecture given in remark 2.1 (c), this estimate is
quite promising, since we would obtain a general bound of order ln(e + n)/(n + 1)
(as already mentioned, the considerations of next section will indicate why the
spectral gap assumption is not so crucial for the above arguments).

It is time now to present examples where the entropy goes to zero faster than
what is predicted by Theorem 1.1. Of course, the (basic, i.e. not taking into account
modified logarithmic Sobolev inequalities) Markovian considerations of section 2
and the estimates of Proposition 3.3 are not enough for this kind of result, since
they will only offer bounds which are increasing with respect to time. So we need
another trick; the convolution with the standard Gaussian law and rearrangements
of random variables.
For fixed p ∈ N \ {0, 1} and λ > 0, let us denote by Ñp(λ) the set of laws m which
are constructed as in Lemma 3.1, with µ ∈ Np(λ), µ′ = ν and t = 1/2. It follows
from Lemmas 3.1 and 3.2 that Ñp(λ) ⊂ Np(1 ∧ λ) = Np(λ), since the spectral
gap of ν is just 1 and it is the largest possible spectral gap of elements of N2,
as it can be checked by considering the identity as test function. Let us mention
that such perturbed measures also lay at the heart of previous analysis of entropic
convergence in the Central Limit Theorem by Linnik [16], Brown [8] and Barron
[6]. Furthermore, part of the recent progresses of Johnson and Barron [14] and of
Ball, Barthe and Naor [5] is to get rid of this necessity.

Proposition 3.8. In the setting of section 2, if all the distributions µn, n ∈ N,
belong to Ñp(λ), for some p ∈ N \ {0, 1} and λ > 0, then there exist a finite
constant C(λ, p) depending only on those parameters, such that

∀ n ∈ N, Ent(mn|ν) ≤ C(λ, p)
(n + 1)

p−1
2

Proof. Let us return to probabilist notations. By definition of Ñp(λ), for each
n ∈ N, we can write Xn = Zn/

√
2 + Wn/

√
2, where Zn and Wn are independent
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and whose respective law belongs to Np(λ, p) for the former and is equal to ν for
the latter. We can also assume that all the random variables Zn, n ∈ N, and Wn′ ,
n′ ∈ N, are mutually independent (at least, these considerations are justified up
to a possible modification of the underlying probability space).
Let a time N ∈ N∗ be temporally fixed. We consider a new set of random variables
(X̃n)0≤n≤N defined by

X̃n !






W2n/
√

2 + W2n+1/
√

2 , if 0 ≤ n < 6(N + 1)/27
W2n/

√
2 + Z0/

√
2 , if 6(N + 1)/27 ≤ n < (N + 1)/2

Z2n−N−1/
√

2 + Z2n−N/
√

2 , if (N + 1)/2 ≤ n ≤ N

For 0 ≤ n ≤ N , let us also denote m̃n the law of (X̃0 + · · · + X̃n)/
√

n + 1. In
particular we have m̃N = mN . But up to time 6(N + 1)/27 − 1, we have m̃n = ν
and after this time the difference of entropy Ent(m̃n+1|ν)−Ent(m̃n|ν) is bounded
above by C6(λ, p)/(n+1)

p+1
2 , for a certain finite constant C6(λ, p) depending only

on λ and p, due to the fact that the law of X̃n+1 belongs to Np(λ), according to the
remark before the statement of Proposition 3.8. So we end up with the estimate

Ent(mN |ν) = Ent(m̃N |ν)

=
∑

,(N+1)/2-−1≤n<N

Ent(m̃n+1|ν) − Ent(m̃n|ν)

≤ C6(λ, p)
∑

n≥,(N+1)/2-−1

1
(n + 1)

p+1
2

≤ C(λ, p)
(N + 1)

p−1
2

with for instance C(λ, p) ! p+1
p−12p−1C6(λ, p).

For N = 0, we directly get that Ent(m0|ν) is bounded above by a constant only
depending on λ > 0 and p ∈ N\ {0, 1}, by applying the inequality (3.6) with µ the
law of Z0, m = µ0 and t = 1/2 (and resorting to the convention that m̃−1 ! ν is
the law of W0).

In Lemma 4.4 of next section, we will see how to generalize this result to
weaker convolutions.

4. Some bounds without spectral gap assumption

In the previous computations, the spectral gap hypothesis is not as crucial as it
may seem at first view and we will discuss here ways to relax it.

At the end of last section, it was necessary to convolve with a Gaussian
distribution to obtain our examples of fast convergence. We now recall how, to
some extent, it is possible to “deconvolve”, via an assumption of finite modified
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Fisher information. The latter is the quantity associated to any probability m on
R by the formula

I(m) !
{ ∫ ∣∣∇ ln

(
dm
dν

)∣∣2 dm ≤ +∞ , if m % ν
+∞ , otherwise

where ∇ is the weak derivative corresponding to Radon-Nikodym differentiation
with respect to Lebesgue measure.
To see its relation with the weighted convolutions under study, let us consider
(Pt)t≥0 the Ornstein-Uhlenbeck semigroup (which has already made a discreet ap-
parition in last section as (Qν,ln(1+t2))t≥0), which acts on nonnegative measurable
functions f by

∀ t ≥ 0, ∀ x ∈ R, Pt[f ](x) =
∫

f(exp(−t/2)x +
√

1 − exp(−t)y) ν(dy)

The next result is so standard in Markovian semigroup theory (see e.g. [4] or [1]),
that we will not recall its proof.

Theorem 4.1. Let f ∈ L1(ν) be a density of probability with respect to ν. For any
t ≥ 0, we denote m(t) ! Pt[f ]ν. Then we have

∀ t ≥ 0, ∂tEnt(m(t)|ν) = −I(m(t))
2

and the mapping

R+ / t 0→ I(m(t))

is non-increasing (i.e.the mapping R+ / t 0→ Ent(m(t)|ν) is convex).

We are particularly interested in the following consequence, which enables
“small” deconvolution:

∀ t ≥ 0, Ent(m|ν) ≤ Ent(m(t)|ν) + I(m)t/2(4.1)

In order to take advantage of this bound, let us reformalize the results obtained
in section 3.

Definition 4.2. For any fixed constants r, K ≥ 0, we define M(1)
r (K) the set of

probabilities m on R verifying
∫
|x|r m(dx) ≤ K. If furthermore p ∈ N is given,

then let M(2)
p,r(K) be the subset of Np whose elements µ satisfy

∀ 0 ≤ t ≤ 1, ∀ x ∈ R,

∫
y2(p+1) µt,x(dy) ≤ K(1 + |x|r)

where the Gibbs distribution µt,x was defined in (3.1) with respect to µ.

The interest of these sets of measures is that if G is defined as in (3.5)
with respect to m ∈ M(1)

r/2+(r/2)∨(p+1)(K1) and µ ∈ M(2)
p,r(K1), for some finite

constants p ∈ N and r, K1, K2 ≥ 0, then we have seen how to obtain a finite
constant C(p, r, K1, K2) depending only on its parameters, such that

∀ 0 ≤ t ≤ 1, |G(t)| ≤ C(p, r, K1, K2)tp+1(4.2)
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Here is our main statement without any apparent convolution, result which is not
very good, since the order O(1/n) is only asymptotically approached as p goes to
infinity!

Proposition 4.3. Consider once again the setting of section 2. Let assume there
exist constants p ∈ N \ {0, 1}, r, K1, K2, K3 ≥ 0 such that

∀ n ∈ N,






mn ∈ M(1)
r/2+(r/2)∨(p+1)(K1)

µn+1 ∈ M(2)
p,r(K2)

I(mn) ≤ K3

Then there exists another finite constant C(p, r, K1, K2, K3) ≥ 0 depending only
on the previous ones, such that

∀ n ∈ N, Ent(mn|ν) ≤ C(p, r, K1, K2, K3)
(n + 1)(p−1)/(p+1)

The proof is based on the following extension of Proposition 3.8.

Lemma 4.4. Assume that the sequence (µn)n∈N is as in previous proposition, ex-
cept for the requirement of bounded modified Fisher information, and as usual let
(Xn)n∈N be independent variables distributed according to these laws. Let 0 < s < 1
be fixed and (Wn)n∈N be IID standard Gaussian variables, also independent from
(Xn)n∈N. We consider for n ∈ N, X̃n =

√
1 − s2Xn + sWn and we denote m̃n the

law of

Ỹn !
X̃0 + · · · + X̃n√

n + 1
Then there exists a finite constant C(p, r, K1, K2) ≥ 0, not depending on 0 < s < 1,
such that

∀ n ∈ N, s2(n + 1) ≥ 2 =⇒ Ent(m̃n|ν) ≤ C(p, r, K1, K2)
[s2(n + 1)](p−1)/2

Proof. As in the proof of Lemma 3.8, we begin by fixing a time horizon N ∈ N,
and we consider the new sequence of random variables (Ŷn)−1≤n≤N defined by the
iteration

Ŷ−1 !
W0 + · · · + WN√

N + 1
and for any −1 ≤ n < N

Ŷn+1 !

√
s2(N + 1) + (1 − s2)(n + 1)
s2(N + 1) + (1 − s2)(n + 2)

Ŷn +
√

1 − s2

√
s2(N + 1) + (1 − s2)(n + 2)

Xn+1

Indeed, we have for any 0 ≤ n ≤ N ,

Ŷn =
sW0 + · · · + sWN +

√
1 − s2X0 + · · · +

√
1 − s2Xn√

s2(N + 1) + (1 − s2)(n + 1)
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and we denote by m̂n its law. In particular it appears that m̂N = m̃N . Since we
have for any 0 ≤ n ≤ N ,

∀ f ∈ B(R), m̂n[f ] =
∫

f(sN,nx +
√

1 − s2
N,ny) ν(dx)mn(dy)

where sN,n !
√

N + 1s/
√

(N + 1)s2 + (1 − s2)(n + 1), we show without difficulty
that all the m̂n, 0 ≤ n ≤ N , belong to M(1)

r′ (K1(r′)), with r′ ! r/2 + (r/2) ∨ (p + 1)
and K1(r) ! 2r′/2 max{

∫
|x|r

′
ν(dx), K1}. Thus we would like to apply bound

(4.2) with 0 ≤ t ≤ 1 defined by

t√
1 + t2

= t̃ !
√

1 − s2
√

s2(N + 1) + (1 − s2)(n + 2)

or equivalently t = t̃/
√

1 − t̃2. That is where the condition s2(n+1) ≥ 2 is useful,
since it ensures that t̃ ≤ 1/

√
2 and t ≤ 1, and then that t ≤

√
2 t̃, thus via (4.2)

we obtain

Ent(m̂n+1|ν)

≤ Ent(m̂n|ν) + C1(p, r, K1, K2)

( √
1 − s2

√
s2(N + 1) + (1 − s2)(n + 2)

)p+1

for an appropriate finite constant C1(p, r, K1, K2) ≥ 0 not depending on 0 < s < 1.
So summing these inequalities we end up with

Ent(m̃N |ν) ≤ C1(p, r, K1, K2)
∑

−1≤n≤N−1

(1 − s2)(p+1)/2

(s2(N + 1) + (1 − s2)(n + 2))
p+1
2

= C1(p, r, K1, K2)(1 − s2)(p+1)/2

(
1

(s2(N + 1) + (1 − s2))
p+1
2

+
∑

1≤n≤N

1
(s2(N + 1) + (1 − s2)(n + 1))

p+1
2

)

We bound above the last sum by
∫ N

1

1
(s2(N + 1) + (1 − s2)u)

p+1
2

du

≤
∫ +∞

1

1
(s2(N + 1) + (1 − s2)u)

p+1
2

du

=
2

(1 − s2)(1 − p)

[
(s2(N + 1) + (1 − s2)u)

1−p
2

]+∞

1

=
2

(1 − s2)(p − 1)
1

(s2(N + 1) + (1 − s2))
p−1
2
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so we get, since p ≥ 2,

Ent(m̃N |ν) ≤ C1(p, r, K1, K2)

(
1

(s2(N + 1) + (1 − s2))
p+1
2

+
2

p − 1
1

(s2(N + 1) + (1 − s2))
p−1
2

)

≤ 3C1(p, r, K1, K2)
1

(s2(N + 1) + (1 − s2))
p−1
2

≤ 3C1(p, r, K1, K2)
(s2(N + 1))

p−1
2

which is the required result.

We can now come to the

Proof of Proposition 4.3. Using the reversibility of the Ornstein-Uhlenbeck semi-
group with respect to ν, we obtain, with the notations of above lemma and of
Theorem 4.1,

∀ n ∈ N, m̃n = mnPln(1/(1−s2)) = mn(ln(1/(1 − s2)))

thus taking into account bound (4.1), our assumptions imply that if 0 < s ≤ 1/
√

2
and if (n + 1)s2 ≥ 2, then

Ent(mn|ν) ≤ Ent(m̃n|ν) +
1
2
I(mn) ln

(
1

1 − s2

)

≤ C(p, r, K1, K2)
[s2(n + 1)](p−1)/2

+
K3

2
s2

1 − s2

≤ C(p, r, K1, K2)
[s2(n + 1)](p−1)/2

+ K3s
2

It remains now to optimize in the parameter 0 < s ≤ 1/
√

2 to be convinced of the
validity of the proposition. Indeed, the minimizing s is of order (n + 1)

1−p
2(p+1) , so

the condition 2/(n + 1) ≤ s2 ≤ 1/2 is satisfied for large enough n ∈ N. For the
other n ∈ N, note that the logarithmic Sobolev inequality verified by ν directly
gives us

∀ n ∈ N, Ent(mn|ν) ≤ 1
2
I(mn) ≤ K3

2

Of course, the problem with the hypotheses of Proposition 4.3 is that they
are not immediate to verify, since they use the distributions mn, for n ∈ N. So we
will give below simple sufficient criteria enabling to check them only in terms of
the given family (µn)n∈N.
To treat the bounded modified Fisher information condition, let us come back to
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the “true” Fisher information of a probability m on R which is defined as the
quantity

J(m) !
{ ∫ ∣∣∇ ln

(
dm
dλ

)∣∣2 dm ≤ +∞ , if m % λ
+∞ , otherwise

where λ is the traditional Lebesgue measure on R. So if m is a probability abso-
lutely continuous with respect to λ, we have

I(m) =
∫ ∣∣∣∣∇ ln

(
dm

dλ

)
+ ∇ ln

(
dλ

dν

)∣∣∣∣
2

dm

=
∫ ∣∣∣∣∇ ln

(
dm

dλ

)
(x) + x

∣∣∣∣
2

m(dx)

= J(m) + 2
∫

x∇ ln
(

dm

dλ

)
(x)m(dx) +

∫
x2 m(dx)

= J(m) + 2
∫

x∇dm

dλ
(x)λ(dx) +

∫
x2 m(dx)

= J(m) − 2
∫

(∇x)
dm

dλ
(x)λ(dx) +

∫
x2 m(dx)

= J(m) − 2
∫

m(dx) +
∫

x2 m(dx)

= J(m) − 2 +
∫

x2 m(dx)

(these computations are justified if
√

dm/dλ is C1 with compact support, but the
relation I(m) = J(m) − 2 +

∫
x2 m(dx) can next be extended to the general case

by traditional approximation procedures).
The advantage of J is that it is also an “invariant” quantity in the sense of
Lemma 3.1, namely we have the following well-known bound of Blachman and
Stam (see for instance [9] or [1]):

Theorem 4.5. Let m be a distribution constructed on R as in the statement of
Lemma 3.1, starting from 0 ≤ t ≤ 1 and from two probabilities µ, µ′. Then we
have

J(m) ≤ t2J(µ) + (1 − t2)J(µ′)

Remark 4.6. Still with the notations of the above result, we have if µ or µ′ are
centered and have the same variance,

I(m) = J(m) − 2 +
∫

x2 m(dx)

≤ t2J(µ) + (1 − t2)J(µ′) + t2
∫

x2 µ(dx)

+(1 − t2)
∫

x2 µ′(dx) − 2(t2 + 1 − t2)
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= t2I(µ) + (1 − t2)I(µ′)
≤ I(µ) ∨ I(µ′)

But this relation is no longer necessarily true if µ and µ′ are not centered, consider
for instance the case where µ = µ′ is the normalized Gaussian distribution of mean
1.

Thus to ensure that for every n ∈ N, we have I(mn) ≤ K3, for some constant
K3 ≥ 0, it is sufficient to ask that for all n ∈ N, µn ∈ N2 and J(µn) ≤ K3 + 1.
To deal with the belonging of the mn, n ∈ N, to some M(1)

r (K1), for fixed constants
r, K1 ≥ 0, we will use another stability property. More precisely, if r ∈ N and
M ≥ 1 are given, let S̃r(M) be the set of probabilities µ on R which are symmetrical
with respect to the origin and such that

∀ 0 ≤ k ≤ r,

∫
x2k µ(dx) ≤ Mk

∫
x2k ν(dx)

Lemma 4.7. For any r and M as above, the set S̃r(M) is stable by the operations
described in Lemma 3.1, in the sense that if m is constructed in this way from
0 ≤ t ≤ 1 and µ, µ′ ∈ S̃r(M), then we also have m ∈ S̃r(M).

Proof. The preservation of the symmetry with respect to zero is clear, so we just
compute that for 0 ≤ k ≤ r,

∫
x2k m(dx)

=
∫ ∑

0≤l≤2k

(
2k
l

)
tlxl(1 − t2)

2k−l
2 y2k−l µ(dx)µ′(dy)

=
∑

0≤l≤k

∫ (
2k
2l

)
t2lx2l(1 − t2)k−ly2(k−l) µ(dx)µ′(dy)

≤ Mk
∑

0≤l≤k

∫ (
2k
2l

)
t2lx2l(1 − t2)k−ly2(k−l) ν(dx)ν(dy)

= Mk

∫
x2k ν(dx)

Remark 4.8. This result can be slightly improved by requiring not the symmetry
of the elements µ of S̃r(M), but only that for every 1 ≤ k ≤ r,

∫
x2k−1 m(dx) = 0

(note that this property is also stable by the operations described in Lemma 3.1.
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For two given as above constants r ∈ N and K ≥ 1, let Sr(K) be the set of
symmetrical distributions µ verifying

∫
x2r µ(x) ≤ K. Denoting

Mr(K) ! sup
0≤k≤r

(
Kk/r

∫
x2k ν(dx)

)1/k

< +∞

we easily check that Sr(K) ⊂ S̃r(Mr(K)). Thus if we assume there exist r ∈ N
and a finite constant K4 ≥ 0 such that for all n ∈ N, µn ∈ Sr(K4), then
we are assured that for every n ∈ N, mn ∈ S̃r(Mr(K4)) ⊂ M(1)

2r (K2), with
K2 !M r

r (K4)
∫

x2r ν(dx).
So for instance we get the following result, where hypotheses are only made on the
family (µn)n∈N, but which remains not very good in view of Theorem 1.1 (nev-
ertheless we will check below that the hypothesis of spectral gap is not necessary
here, nor in Proposition 4.3).

Corollary 4.9. Still in the context of section 2, assume there exist r ∈ N and a
finite constant K ≥ 0 such that for all n ∈ N,

∫
x2 µn(dx) = 1

µn ∈ Sr+4∨r(K)

µn ∈ M(3)
3,2r(K)

J(µn) ≤ K

where for any p ∈ N and r, K ≥ 0, M(3)
p,r(K) is the set of probabilities µ on

R verifying the second point of (4.2), then one can find an appropriate constant
C(r, K), depending only on its parameters r and K, such that

∀ n ∈ N, Ent(mn|ν) ≤ C(r, K)√
n

Proof. One would have furthermore noticed that the two first above conditions
imply that µn ∈ N3, so we can apply Proposition 4.3 with p = 3.

To finish, let us present two kinds of examples without spectral gap satisfying
the previous conditions. For simplicity we will only consider constant sequences
(µn)n∈N and denote µ ! µ0 that we assume to be symmetrical. This probability
will have moments of all orders and for any p ∈ N, there will exist r, K ≥ 0 such
that µ ∈ M(3)

p,r(K). We will also check that there is no obstruction to the conditions
that

∫
x2 µ(dx) = 1 and that µ admits a finite Fisher information.

• The first kind of examples is based on remark 3.7 (c). To ensure that µ has
no positive spectral gap, we ask for the existence of two constants 0 < M1 <
1 < M2 such that µ[(−M2,−M1) 2 (M1, M2)] = 1 (indeed, considering a smooth
function f on R verifying f ≡ 0 on (−∞, 0] and f ≡ 1 on [M1, +∞), we get that
the spectral gap has to be zero). To obtain a finite Fisher information for µ, we
impose that µ % λ and that

√
dµ/dλ is smooth on R (since one can also write
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J(µ) = 4
∫
|∇
√

dµ/dλ|2 dλ), for instance it is sufficient that the density dµ/dλ is
positive inside (M1, M2) and that in a right neighborhood of M1 (respectively a
left neighborhood of M2), dµ/dλ(x) is proportional to exp(−1/(x−M1)) (resp. to
exp(−1/(M2−x))). Then it is quite clear that one find such probabilities µ having
furthermore 1 for variance.
• At the opposite of the previous examples, our second type of probabilities µ
will have tails heavier that those of exponential distributions and this feature will
equally forbid a positive spectral gap. We will nevertheless resort to some weighted
Poincaré’s inequalities (besides it would be interesting to elaborate more general
conditions for the belonging to sets like M(3)

p,r(K), for fixed constants p, r, K ≥ 0,
for instance we are wondering which kind of functional inequalities can serve as
criteria).
So let assume there exist two constants 0 < ε < 2 and C > 0 such that the
symmetrical probability µ verifies that for any absolutely continuous mapping f
on R,

∫
(f − µ[f ])2 dµ ≤ C

∫
(f ′(y))2(1 + |y|2−ε)µ(dy)(4.3)

If one considers for test function f the power mapping R / y 0→ yq, with q ∈ N,
then it appears easily that

∫
y2q µ(dy) has to be bounded by a quantity depending

only on q, ε and C, thus µ admits moments of all orders. Then returning to the
proof of Lemma 3.5 and in particular to the bound (3.3), where we can directly
use a slight variant of the trick mentioned in remark 3.7 (a), (ty)2 ≤ 2(

√
1 + t2x−

ty)2 + 2(1 + t2)x2, it appears that for any p ∈ N, µ belongs to M(3)
p,r(p)(K(ε, C, p)),

with r(p) ! 8(p + 1)/ε and for some appropriate finite constant K(ε, C, p) > 0, as
usual depending only on ε, C and p.
In other respects, the symmetry of µ and Hardy’s inequalities (cf [18, 7] or [1])
enable to obtain a simple criterion for the validity of (4.3). More precisely, for fixed
ε > 0, the best possible constant C in (4.3) satisfies B/2 ≤ C ≤ 4B, with

B ! sup
t>0

∫ t

0

1
(1 + |y|2−ε) dµ

dλ (y)
λ(dy) µ[[t, +∞)]

(where dµ/dλ is a priori the Radon-Nikodym-Lebesgue derivative of the part of µ
which is absolutely continuous with respect to λ). But if we assume that µ % λ
and that dµ/dλ(y) is proportional to exp(−yα) for some given α > 0 and for y > 0
large enough, then we get that for t large enough, µ[[t, +∞)] is proportional to

∫ +∞

t
exp(−yα) dy =

1
α

∫ +∞

tα

y
1−α

α exp(−y) dy

and it is well-known that such an integral is equivalent for large t > 0 to the ex-
pression α−1t1−α exp(−tα). Similar computations show that up to a multiplicative
constant, the term

∫ t
0

exp(−yα)
1+|y|2−ε dy is equivalent to tε−α−1 exp(tα), for large t > 0.

Thus if α ≥ ε/2, the inequality (4.3) is satisfied. Of course, if furthermore we
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impose that dµ/dλ is positive and smooth everywhere, then its above behavior at
infinity implies that J(µ) < +∞. There is also no difficulty in locally deforming
this density to ensure that it admits 1 as variance. But if we take α = ε/2 < 1,
then the tail µ[[t, +∞)] does not decrease exponentially fast in large t > 0, so the
spectral gap has to be null (cf for instance [15]), result which in the above situation
can also be deduced by another application of Hardy’s inequalities.

Remark 4.10. Let p ∈ N \ {0, 1} be given, it is possible to find examples of the
above second type which furthermore belong to Np, because one has a lot of
freedom for the form of the density dµ/dλ on compact subsets. Then performing
a convolution with a Gaussian distribution as in Proposition 3.8, we end up with
a convergence speed of order O(1/n(p−1)/2). But note that the probabilities thus
obtained keep the heavy tail property and thus do not admit a spectral gap. So one
can find probabilities µ without spectral gap whose entropic convergence speed is
at least of order O(1/n(p−1)/2). This feature leads us to think that the spectral
gap assumption in Theorem 1.1 is maybe not very natural.
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2001-01, CNRS and Université Paul Sabatier (Toulouse III), France, 2001.



On entropic convergence in the CLT 29

[11] P. Del Moral and L. Miclo. On convergence of chains with occupational self-
interactions. Preprint, to appear in Royal Society Special Edition on Stochastic Anal-
ysis, 2003.

[12] W. Feller. An introduction to probability theory and its applications, volume II. Wiley
Series in Probability and Mathematical Statistics. John Wiley and Sons, New York,
1966.

[13] L. Gross. Logarithmic Sobolev inequalities. American Journal of Mathematics,
97(4):1061–1083, 1976.

[14] O. Johnson and A. Barron. Fisher information inequalities and the Central Limit
Theorem. Preprint in submission, Statslab Research Report 2001-17, PDF file down-
loadable at arXiv:math.PR/0111020 v1 2 Nov 2001, 2003.

[15] M. Ledoux. Concentration of measure and logarithmic Sobolev inequalities. In
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