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#### Abstract

In this article we study a class of time self-interacting "Markov" chain models. We propose a novel theoretical basis based on measure valued processes and semigroup technics to analyze their asymptotic behavior as the time parameter tends to infinity. We exhibit different types of decays to equilibrium depending on the level of interaction. We illustrate these results in a variety of examples including Gaussian or Poisson self-interacting models. We analyze the long time behavior of a new class of evolutionary self-interacting chain models. These genetic type algorithms can also be regarded as reinforced stochastic explorations of an environment with obstacles related to a potential function.


## 1 Introduction

A (time) self-interacting Markov chain model (abbreviate SIMC) is a collection of random variables with a countable time index. In contrast to traditional Markov chains their evolution in time may depend on the occupation measure of the past values.
This form of interaction can be interpretated in various ways. In biology this structure is used to model some population dynamical structures [ $3,12,14,21$ ] as well as polymers and tree evolutions [13, 18]. This interaction structure can also express the reinforcement degree of edges or vertices in a graph visited by a random walk [15]. The question of recurrence and transience of the latter has been initiated in $[3,15]$. During the last two decades this subject has been investigated in various articles $[1,10,16,17,19,22]$. This is still an active research area, to our knowledge we don't know for instance if the reinforced random walk on the integer lattice $\mathbb{Z}^{2}$ is recurrent or not.

The SIMC models presented in this article can also be related to the continuous time self-interacting diffusions analyzed in [2]. In this work the authors discuss a gradient type diffusion on a compact Riemannian manifold with linear selfinteractions. They connect the shape properties of the drift function with the nature of the long time behavior of the occupation measure of the diffusion. The strategy consists in proving that the set of all possible limiting measures is the attractor free set of a deterministic dynamical semi-flow in the set of bounded measures on the manifold.

[^0]Although our investigations have been partly influenced by the latter referenced papers this article is not concerned with the same class of self-interacting processes and it doesn't discuss the same stability questions. To our knowledge the questions of the rates of convergence and their precise connections with the strength of interaction has not be covered in the literature on self-interacting processes. The approach we have taken here rather comes from a different background. In previous works $[4,5,6]$ we proposed an interacting particle technique for solving an abstract class of measure valued processes associated to a given abstract mapping $\Phi$ on distribution space. Under appropriate regularity conditions we proved that the empirical measures of the particle systems converge as the size and time parameters tend to infinity to the fixed point of $\Phi$ (whenever it exists). In the context of Feynman-Kac type distribution evolutions these limiting distributions can be used to analyze the limiting behavior of a killed particle evolving in an environment with obstacles related to a potential function. In this situation the numerical solving of these limiting distributions allows to compute the Lyapunov exponent of a class of Feynman-Kac-Schrödinger semigroup [8].
In this article we propose an alternative interpretation of these limiting distributions. We associate to an abstract mapping $\Phi$ a class of SIMC models and we propose a set of regularity conditions underwhich the resulting occupation measures converge as the time tends to infinity to the desired equilibrium distribution. We analyze in this framework the evolutionary SIMC versions of the genetic type particle models studied in $[5,6,8,9]$. We also discuss other types of interactions including the SIMC versions of Gaussian and Poisson mean field particle interactions. Together with the modeling of these SIMC we provide a precise analysis of the asymptotic behavior of their occupation measures. We exhibit different types of decays to equilibrium in terms of the level of interaction in the models. We will also discuss the long time behavior of a model of $\epsilon$-interacting random variables for which these different decays are sharp. Unless we make some supplementary hypothesis on the regularity of $\Phi$ this example indicates that the estimates we obtained cannot be improved.

To our knowledge the abstract class of SIMC models presented in this article has not been covered in the literature. The precise connections between the interaction structure and the decays to equilibrium also seems to be the first result of this kind. The evolutionary and genetic type SIMC models presented in this article can also be regarded as novel reinforced stochastic exploration model of an environment with obstacles related to a potential function.
The self-interacting versions of the Moran type particle models in continuous time presented in $[7,8]$ will lead to a new class of models with self-interacting jumps. The analysis of these self-interacting evolutionary processes is under study and it will hopefully be discussed in a forthcoming article.

### 1.1 Description of the models and main results

Let $X$ be a stochastic process with discrete time index $n \in \mathbb{N}$ and taking values in some measurable space $(E, \mathcal{E})$. We suppose it is defined on some probability space $(\Omega, F, \mathbb{P})$ with a nondecreasing family of $\sigma$-field $F_{n}, n \geq 0$. The adapted process $X$ is called an SIMC when the state $X_{n}$ at time $n$ depends on the
occupation measure of the previous states $X_{0}, \ldots, X_{n-1}$. For instance suppose we are given a mapping $\Phi$ from the set of probability measures $\mathcal{P}(E)$ on $E$ into itself. We can associate to the latter the SIMC model defined by the transitions

$$
\begin{equation*}
\mathbb{P}\left(X_{n} \in d x \mid F_{n-1}\right)=\Phi\left(\frac{1}{n} \sum_{p=0}^{n-1} \delta_{X_{p}}\right)(d x) \tag{1}
\end{equation*}
$$

(to get rid of measurability problems, we will always implicitly assume that $\Phi: \mathcal{P}(E) \rightarrow \mathcal{P}(E)$ is measurable, where $\mathcal{P}(E)$ is endowed with the $\sigma$-algebra generated by the evaluation mappings $\mathcal{P}(E) \ni m \mapsto m[f]$, for $f$ bounded and measurable).
To illustrate this abstract class of SIMC model we already present an example which was at the origin of our investigations. Let $g$ be a positive and measurable function and let $K$ be a Markov transition on $E$. We associate to the pair $(g, K)$ a non-linear mapping $\Phi$ on $\mathcal{P}(E)$ defined for any $m \in \mathcal{P}(E)$ and for any bounded measurable test function $f$ on $E$ as follows

$$
\begin{equation*}
\Phi(m)(f)=\frac{m(g(K f))}{m(g)} \tag{2}
\end{equation*}
$$

with the traditional notations

$$
K f(x)=\int_{E} K(x, d y) f(y) \quad \text { and } \quad m(f)=\int_{E} f(x) m(d x)
$$

In this situation transition (1) reads

$$
\begin{equation*}
\Phi\left(\frac{1}{n} \sum_{p=0}^{n-1} \delta_{X_{p}}\right)(d x)=\sum_{p=0}^{n-1} \frac{g\left(X_{p}\right)}{\sum_{q=0}^{n-1} g\left(X_{q}\right)} K\left(X_{p}, d x\right) \tag{3}
\end{equation*}
$$

The resulting SIMC model can be regarded as a genetic type algorithm. More precisely we readily see from (3) that the particle $X_{n}$ first selects a site $X_{p}$, $0 \leq p<n$, with a probability proportional to its fitness $g\left(X_{p}\right), 0 \leq p<n$. Then it performs an elementary move according to the transition $K$.

This type of genetic self-interactions arise in many human endeavors. For instance in visiting a city $E$ some sites are more attractive than others. The fitness or potential function $g$ models the attraction level of the city's areas. The Markov transition $K$ models the way the person explores randomly each place. In exploring the city with the above two step selection/mutation mechanism the person also tends to be attracted by familiar places which have been visited several times. This genetic SIMC model is close to the reinforced random walk model proposed in [3] but the non-linear structure of interaction of these models differ. In particular and to our knowledge none of the reinforced random walk models presented in the literature are related to a (non-constant) potential or fitness function but only keep track of the number of time an edge or a vertex has been visited.

The long time behavior of traditional reinforced random walks is also generally studied on finite graphs or on the integer lattice using urn's processes and random environment techniques or Robbins-Monro's type approximation analysis. As mentioned in the introduction we will not discuss the same stability
questions and our strategy is rather based on measure valued processes and semigroup techniques. We also make no restrictions on the state space and we illustrate most of our results on a class of genetic type SIMC models. Other examples including the SIMC versions of Gaussian and Poisson mean field interactions will also be considered.

It is transparent from (1) that the sequence of occupation measures

$$
S_{n}=\frac{1}{n+1} \sum_{p=0}^{n} \delta_{X_{p}}
$$

forms a time inhomogeneous Markov process in distribution space. More precisely for any bounded measurable function $G$ on $\mathcal{P}(E)$ we have

$$
\mathbb{E}\left(G\left((n+1) S_{n}\right) \mid S_{n-1}\right)=\int_{E} G\left(n S_{n-1}+\delta_{x}\right) \Phi\left(S_{n-1}\right)(d x)
$$

When the mapping $\Phi$ is regular enough it is natural to expect that $S_{n} \mathcal{F}$-weakly converges as the time parameter $n$ tends to infinity to the fixed point $\mu=\Phi(\mu)$ (whenever it exists) of the mapping $\Phi$.

A set $\mathcal{F}$ of $\mathcal{E}$-measurable functions will be called a test functions collection if for all $f \in \mathcal{F},\|f\|_{\infty} \leq 1$ and if $d_{\mathcal{F}}$ is a complete metric on $\mathcal{P}(E)$, where by definition

$$
\forall p_{1}, p_{2}, \in \mathcal{P}(E), \quad d_{\mathcal{F}}\left(p_{1}, p_{2}\right)=\sup _{f \in \mathcal{F}}\left|p_{1}(f)-p_{2}(f)\right|
$$

The first example of a test functions collection one think about is the largest possible choice

$$
\mathcal{F}=\left\{f \mathcal{E}-\text { measurable }:\|f\|_{\infty} \leq 1\right\}
$$

Then the distance $d_{\mathcal{F}}$ is complete, since it is given by twice the total variation norm.
One also recover the latter by considering

$$
\mathcal{F}=\left\{f /\|f\|_{\infty}: f \in C_{b}(E) \backslash\{0\}\right\}
$$

where $C_{b}(E)$ is the set of bounded continuous functions, if $E$ is a Polish topological space (endowed with its Borelian $\sigma$-field $\mathcal{E}$ ). But in this context, one can also end up with a distance $d_{\mathcal{F}}$ metrizing the weak convergence, by considering for instance

$$
\mathcal{F}=\left\{f_{n} /\left(M_{n}\left\|f_{n}\right\|_{\infty}\right): n \in \mathbb{N}\right\}
$$

where $\left(f_{n}\right)_{n \in \mathbb{N}}$ is weak convergence determining sequence of $C_{b}(E)$ (recall that this means that a sequence of probability measures $\left(m_{p}\right)_{p \in \mathbb{N}}$ is weakly convergent if and only if for all $n \in \mathbb{N},\left(m_{p}\left(f_{n}\right)\right)_{p \in \mathbb{N}}$ is Cauchy in $\left.\mathbb{R}\right)$ and where $\left(M_{n}\right)_{n \in \mathbb{N}}$ is a sequence of positive real numbers diverging to infinity.
We will use the following regularity condition.
(HФ) There exists a test functions collection $\mathcal{F}$ such that for any $(f, \mu) \in$
$\mathcal{F} \times \mathcal{P}(E)$ we can associate a subset $H(f, \mu) \subset \mathcal{F}$ and a collection of numbers $b_{f, \mu}(h) \in[0,1), h \in H(f, \mu)$, satisfying the following inequality

$$
|\Phi(\mu)(f)-\Phi(\nu)(f)| \leq \sum_{h \in H(f, \mu)} b_{f, \mu}(h)|\mu(h)-\nu(h)|
$$

for any $\nu \in \mathcal{P}(E)$ with $\beta_{\mathcal{F}}(\Phi)=\sup \left\{\sum_{h \in H(f, \mu)} b_{f, \mu}(h) ; f \in \mathcal{F}, \mu \in \mathcal{P}(E)\right\} \in$ $[0,1)$.

If we denote by $\beta(K)$ the contraction coefficient of the total variation distance of distributions induced by the integral Markov operator $K$ then we will check that the genetic type self interacting chain (3) satisfies this condition with the class of functions $f,\|f\|_{\infty} \leq 1$, with oscillations $\operatorname{osc}(f) \leq 1$ and

$$
\begin{equation*}
\beta_{\mathcal{F}}(\Phi)=\frac{1}{g_{\min }}\left(\operatorname{osc}(g)+\|g\|_{\infty}\right) \beta(K)<1 \tag{4}
\end{equation*}
$$

as soon as $g_{\text {min }}=\inf _{E} g>0$ and

$$
\sup _{x, y} \frac{g(x)}{g(y)}<\frac{1}{2}\left(\frac{1}{\beta(K)}+1\right)
$$

The case $g=1$ correspond to linear interaction mappings $\Phi(m)=m K$. In this situation the contraction parameter $\beta_{\mathcal{F}}(\Phi)=\beta(K)$ coincide with the contraction coefficient of $K$. In this special case the chain is not attracted by sites with high $g$-fitness but it has simply more chance to visit sites which have been visited several times. Our first main result can be stated as follows.

Theorem 1.1 Suppose the mapping $\Phi$ satisfies condition $(\mathbf{H} \Phi)$ for some set of functions $\mathcal{F}$. Then there exists a unique fixed point $\mu=\Phi(\mu) \in \mathcal{P}(E)$ and the occupation measure $S_{n} \mathcal{F}$-weakly converges to $\mu$ in probability.. In addition for any $f \in \mathcal{F}$ we have three different types of $\mathbb{L}_{2}$-mean error decays:

$$
\begin{aligned}
& \beta_{\mathcal{F}}(\Phi)>1 / 2 \Rightarrow n^{2\left(1-\beta_{\mathcal{F}}(\Phi)\right)} \mathbb{E}\left(\left(S_{n}(f)-\mu(f)\right)^{2}\right) \leq c \\
& \beta_{\mathcal{F}}(\Phi)<1 / 2 \Rightarrow\left(1-2 \beta_{\mathcal{F}}(\Phi)\right) n \mathbb{E}\left(\left(S_{n}(f)-\mu(f)\right)^{2}\right) \leq c \\
& \beta_{\mathcal{F}}(\Phi)=1 / 2 \Rightarrow n / \log (n) \mathbb{E}\left(\left(S_{n}(f)-\mu(f)\right)^{2}\right) \leq c
\end{aligned}
$$

for some finite constant $c<\infty$ which doesn't depend on the function $f$ nor on the time parameter.

When the Markov transition $K$ is given by

$$
K(x, d y)=\epsilon \delta_{x}(d y)+(1-\epsilon) \mu(d y)
$$

for some $\epsilon \in(0,1]$ and some measure $\mu \in \mathcal{P}(E)$ the SIMC model produces with probability $(1-\epsilon)$ independent and identically distributed random variables with distribution $\mu$ and with a probability $\epsilon$ it tends to repeat the previous sites with a probability proportional to the number of times they have been visited. For this particular model with linear interactions most of the calculations can be done explicitly. For instance we have that $\beta_{\mathcal{F}}(\Phi)=\beta(K)=\epsilon$. In section 2.1.1 we propose a detailed analysis of this sequence of $\epsilon$-interacting variables. We will show that in this situation the above three different behaviors are sharp.

So at least under the assumptions of theorem 1.1, the SIMC algorithm fulfills the goal for which it was introduced, namely to find the invariant probability $\mu$ for $\Phi$. But in some cases, we can consider another type of SIMC to reach this objective. This will also enable us to come a little closer to usual simple reinforced walk, where the next step of the chain also depends specifically on its previous state.
We now suppose the mapping $\Phi$ can be written in the following form

$$
\begin{equation*}
\Phi(m)=m K_{m} \tag{5}
\end{equation*}
$$

for some collection of Markov transitions $K_{m}$ indexed by $m \in \mathcal{P}(E)$ (more precisely, a natural measurability property of $K_{m}$ in $m$ will always be implicitly assumed). In this situation an alternative model is defined by replacing (1) by the elementary transitions

$$
\begin{equation*}
\mathbb{P}\left(X_{n} \in d x \mid F_{n-1}\right)=K_{\frac{1}{n} \sum_{p=0}^{n-1} \delta_{X_{p}}}\left(X_{n-1}, d x\right) \tag{6}
\end{equation*}
$$

The study of this class of SIMC models is a little more involved than the previous one. Note that in this situation the pair $\left(X_{n}, S_{n}\right)$ forms a Markov chain. For any bounded measurable functions $G$ on the product space $(E \times \mathcal{P}(E))$ we have
$\mathbb{E}\left(G\left(X_{n},(n+1) S_{n}\right) \mid\left(X_{n-1}, S_{n-1}\right)\right)=\int_{E} G\left(x, n S_{n-1}+\delta_{x}\right) K_{S_{n-1}}\left(X_{n-1}, d x\right)$
To illustrate this new class of SIMC models let us present a couple of examples connected to the genetic search algorithm (2).
When the potential function $g$ is strictly greater than 1 we can rewrite the genetic mapping $\Phi$ defined in (2) in the form (5). As noticed in [6] the choice of $K_{m}$ is not unique. We can choose for instance

$$
\begin{equation*}
K_{m}(x, d z)=\int_{E} L_{m}(x, d y) K(y, d z) \tag{7}
\end{equation*}
$$

where $L_{m}(x, d y)$ denotes the Markov transition defined by

$$
L_{m}(x, d y)=1 / m(g) \delta_{x}(d y)+(1-1 / m(g)) \Psi^{\prime}(m)(d y)
$$

with

$$
\Psi^{\prime}(m)(f)=m\left(f g^{\prime}\right) / m\left(g^{\prime}\right) \quad \text { and } \quad g^{\prime}=g-1
$$

To have an intuitive feel of the corresponding SIMC model we notice that the former transition is again decomposed in a two step selection/mutation evolution. The mutation mechanism of the two models coincide but in the former selection the particle $X_{n+1}$ has a probability $1 / S_{n}(g)$ for staying in the same place and a probability $1-1 / S_{n}(g)$ for selecting randomly a site $X_{p}, p \leq n$, with distribution

$$
\Psi^{\prime}\left(S_{n}\right)=\sum_{p=0}^{n} \frac{g^{\prime}\left(X_{p}\right)}{\sum_{p=0}^{n} g^{\prime}\left(X_{q}\right)} \delta_{X_{p}}
$$

Using the same notations as above suppose now the Markov transitions $K_{m}$ are defined as follows

$$
\begin{equation*}
K_{m}(x, d y)=a K(x, d y)+b \Psi(m)(d y) \quad \text { with } \quad \Psi(m)(f)=m(f g) / m(g) \tag{8}
\end{equation*}
$$

for some $a, b \in(0,1)$ such that $a+b=1$. Here the particle $X_{n}$ decides randomly to perform a selection or a mutation transition. With a probability $a$ it evolves
according to the mutation transition $K$ and with a probability $b$ it selects a site $X_{p}, 0 \leq p<n$, according to the discrete distribution

$$
\Psi\left(\frac{1}{n} \sum_{p=0}^{n-1} \delta_{X_{p}}\right)=\sum_{p=0}^{n-1} \frac{g\left(X_{p}\right)}{\sum_{q=0}^{n-1} g\left(X_{q}\right)} \delta_{X_{p}}
$$

Here again, when the transitions $K_{m}$ are sufficiently regular, it is natural to expect that the occupation measures $S_{n}$ again converge to the fixed point $\mu=\Phi(\mu)=\mu K_{\mu}$.

The asymptotic behavior of the SIMC model (6) will be studied with the stronger hypothesis:
$(\mathbf{H} K)$ For each $m \in \mathcal{P}(E)$ there exists a unique invariant measure $\pi(m)=$ $\pi(m) K_{m} \in \mathcal{P}(E)$. There also exists a test functions collection $\mathcal{F}$ such that for any $(f, \mu) \in(\mathcal{F} \times \mathcal{P}(E))$ we can associate a subset $H(f, \mu) \subset \mathcal{F}$ and a collection of numbers $b_{f, \mu}(h) \in[0,1), h \in H(f, \mu)$, satisfying the following inequality

$$
\begin{equation*}
|\pi(\mu)(f)-\pi(\nu)(f)| \leq \sum_{h \in H(f, \mu)} b_{f, \mu}(h)|\mu(h)-\nu(h)| \tag{9}
\end{equation*}
$$

for any $\nu \in \mathcal{P}(E)$ with $\beta_{\mathcal{F}}(\pi)=\sup \left\{\sum_{h \in H(f, \mu)} b_{f, \mu}(h) ; f \in \mathcal{F}\right\} \in(0,1)$. In addition, for each pair of measures $\left(m_{1}, m_{2}\right) \in \mathcal{P}(E) \times \mathcal{P}(E)$ and any pair of functions $\left(f_{1}, f_{2}\right) \in \mathcal{F} \times \mathcal{F}$ with $\pi\left(m_{1}\right)\left(f_{1}\right)=0=\pi\left(m_{2}\right)\left(f_{2}\right)$ we have

$$
\begin{equation*}
\left\|K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{2}\right)\right\|_{\infty} \leq \epsilon(n)\left[\left\|f_{1}-f_{2}\right\|_{\infty}+\left\|m_{1}-m_{2}\right\|_{t v}\right] \text {, with } \sum_{n \geq 1} \epsilon(n)<\infty \tag{10}
\end{equation*}
$$

Theorem 1.2 Suppose condition (HK) is met for some set of functions $\mathcal{F}$. Then for each $f \in \mathcal{F}$ and $p>1$ we have that

$$
\sup _{n \geq 1} \sqrt{n} \mathbb{E}\left(\left|S_{n}(f)-S_{n}^{\pi}(f)\right|^{p}\right)^{1 / p}<\infty \quad \text { with } \quad S_{n}^{\pi}=\frac{1}{n+1} \sum_{q=0}^{n} \pi\left(S_{q}\right)
$$

In addition the mapping $\pi$ has a unique fixed point $\mu$ and for any $f \in \mathcal{F}$ we have three different types of $\mathbb{L}_{2}$-mean error decays:

$$
\begin{aligned}
\beta_{\mathcal{F}}(\pi)>3 / 4 & \Rightarrow \quad n^{2\left(1-\beta_{\mathcal{F}}(\pi)\right)} \mathbb{E}\left(\left(S_{n}^{\pi}(f)-\mu(f)\right)^{2}\right) \leq c \\
\beta_{\mathcal{F}}(\pi)<3 / 4 & \Rightarrow \quad \sqrt{n} \mathbb{E}\left(\left(S_{n}^{\pi}(f)-\mu(f)\right)^{2}\right) \leq c \\
\beta_{\mathcal{F}}(\pi)=3 / 4 & \Rightarrow \sqrt{n} / \log (n) \mathbb{E}\left(\left(S_{n}^{\pi}(f)-\mu(f)\right)^{2}\right) \leq c
\end{aligned}
$$

for some finite constant $c<\infty$ which doesn't depend on the function $f$ nor on the time parameter.

We readily observe that

$$
K_{m}(x, d y)=\Phi(m)(d y) \Longrightarrow \pi(m)=\Phi(m) \quad \text { and } \quad((\mathbf{H} K) \Longleftrightarrow(\mathbf{H} \Phi))
$$

In such a situation we also have that $\beta_{\mathcal{F}}(\pi)=\beta_{\mathcal{F}}(\Phi)$ and theorem 1.1 gives when $\beta_{\mathcal{F}}(\Phi) \leq 3 / 4$ better rates of decays to equilibrium than theorem 1.2. We believe that the latter can be improved and we conjecture that the rates presented in theorem 1.1 also hold for the SIMC model (6).

An apparent difficulty with the SIMC model (6) is that the state of the chain $X_{n}$ at time $n$ not only depends on the occupation measure $S_{n-1}$ but also on the previous visited site $X_{n-1}$. To deal with this difficulty we have added an auxiliary regularity condition on the composite mappings $K_{m}^{n}$. This new condition is more difficult to check in practice. In the further development of section 3.2 we illustrate the regularity condition ( $\mathbf{H} K$ ) with several examples with a respective constant, linear and non-linear mapping $\pi: \mathcal{P}(E) \rightarrow \mathcal{P}(E)$.

We already mention that the two evolutionary SIMC models (7) and (8) satisfy condition (HK) with the class of functions $f,\|f\|_{\infty} \leq 1$, with oscillations $\operatorname{osc}(f) \leq 1$. For instance in the second case we have

$$
\begin{equation*}
\pi(m)=\Psi(m) K_{a} \quad \text { and } \quad \beta_{\mathcal{F}}(\pi)=\frac{\operatorname{osc}(g)+\|g\|_{\infty}}{g_{\min }} \frac{b}{1-\beta(K) a} \tag{11}
\end{equation*}
$$

with the resolvent kernel $K_{a}=b \sum_{n \geq 0} a^{n} K^{n}$. Note that $\beta_{\mathcal{F}}(\pi)<1$ as soon as the pair $(g, K)$ is chosen such that $g_{\text {min }}>0$ and

$$
\sup _{x, y} \frac{g(x)}{g(y)}<1+\frac{a}{2 b}(1-\beta(K))
$$

### 1.2 Some terminology and preliminary results

We let $(E, \mathcal{E})$ be a general measurable space and we denote by $\mathcal{P}(E)$ the set of all probability measures on $(E, \mathcal{E})$ with the total variation norm

$$
\left\|m_{1}-m_{2}\right\|_{t v}:=\sup _{A \in \mathcal{E}}\left|m_{1}(A)-m_{2}(A)\right|
$$

We recall that a Markov transition $K(x, d z)$ on $E$ generates two integral operations from the left and from the right. The first one acting on the set $\mathcal{B}_{b}(E)$ of bounded $\mathcal{E}$-measurable functions $f: E \rightarrow \mathbb{R}$ and the second one on probability measures $m \in \mathcal{P}(E)$

$$
K f(x)=\int_{E} K(x, d y) f(y) \quad m K(A)=\int_{E} m(d x) K(x, A)
$$

We also define inductively the step Markov transitions $K^{n}(x, d y)$

$$
K^{n}(x, A)=\int K(x, d y) K^{n-1}(y, A)
$$

for each $(x, A) \in E \times \mathcal{E}$ and $n \geq 0$. For $n=0$ we use the convention $K^{0}(x, d y)=\delta_{x}(d y)$.
Given a function $f \in \mathcal{B}_{b}(E)$ we denote $\|f\|_{\infty}$ and $f_{\text {min }}$ respectively the supremum norm and the infimum

$$
\|f\|_{\infty}=\sup _{x \in E}|f(x)| \quad \text { and } \quad f_{\text {min }}=\inf _{x \in E} f(x)
$$

Next we list some class of functions that will be of use in the article. We denote $\operatorname{Osc}_{1}(E)$ the convex set of $\mathcal{E}$-measurable functions $f$ with oscillations less than one, that is

$$
\operatorname{osc}(f)=\sup \{|f(x)-f(y)| ; x, y \in E\} \leq 1
$$

We also introduce the subset

$$
\operatorname{Bosc}_{1}(E)=\left\{f \in \operatorname{Osc}_{1}(E) ;\|f\|_{\infty} \leq 1\right\}
$$

When the state space is a metric space $(E, d)$ we denote by $\operatorname{Lip}_{1}(E)$ the convex set of all bounded measurable functions $f$ on $E$ such that

$$
\|f\|_{\infty, \mathrm{L}}=\|f\|_{\infty} \vee\|f\|_{\mathrm{L}} \leq 1
$$

where

$$
\|f\|_{\mathrm{L}}=\sup \{|f(x)-f(y)| / d(x, y), x, y \in E \quad: \quad d(x, y) \neq 0\}
$$

To clarify the presentation we will slight abuse notations and unless otherwise stated $c$ denotes a constant whose values may vary from line to line but it does not depend on the time parameter nor on the test function we will consider.

The degree of contraction of the total variation distance of probability measures induced by $K$ is defined by

$$
\begin{equation*}
\beta(K)=\sup _{m_{1}, m_{2} \in \mathcal{P}(E)} \frac{\left\|m_{1} K-m_{2} K\right\|_{t v}}{\left\|m_{1}-m_{2}\right\|_{t v}}=\sup _{x, y \in E}\|K(x, .)-K(y, .)\|_{t v} \tag{12}
\end{equation*}
$$

It can also be defined in terms of the Dobrushin's ergodic coefficient

$$
\begin{equation*}
\alpha(K)=1-\beta(K)=\inf \sum_{i=1}^{m} \min \left(K\left(x, A_{i}\right), K\left(z, A_{i}\right)\right) \tag{13}
\end{equation*}
$$

where the infimum is taken over all $x, z \in E$ and all resolutions of $E$ into partitions $\left\{A_{i} ; 1 \leq i \leq m\right\}$ and $m \geq 1$ (see for instance [11]).

To study the asymptotic behavior of SIMC it is convenient to describe $\beta(K)$ as the contraction of oscillations of functions induced by $K$.

Lemma 1.3 For any pair of probability measures $\left(m_{1}, m_{2}\right)$ on $E$ we have

$$
\left\|m_{1}-m_{2}\right\|_{t v}=\sup \left\{\left|m_{1}(f)-m_{2}(f)\right| ; f \in \operatorname{Osc}_{1}(E)\right\}
$$

For any Markov transition $K$ on $E$ the contraction coefficient $\beta(K)$ can alternatively be defined by

$$
\begin{equation*}
\beta(K)=\sup \left\{\operatorname{osc}(K f) ; f \in \operatorname{Osc}_{1}(E)\right\} \tag{14}
\end{equation*}
$$

Proof: To prove the first assertion we recall that the total variation distance between two probability measures $m_{1}$ and $m_{2}$ can alternatively be defined in terms of a Hahn-Jordan decomposition $m_{1}-m_{2}=m^{+}-m^{-}$with

$$
\left\|m_{1}-m_{2}\right\|_{t v}=m^{+}(E)=m^{-}(E)
$$

From this observation we have for any $f \in \operatorname{Osc}_{1}(E)$

$$
\begin{aligned}
\left|m_{1}(f)-m_{2}(f)\right| & =\left|\int f(x) m^{+}(d x)-\int f(y) m^{-}(d y)\right| \\
& =\left\|m_{1}-m_{2}\right\|_{t v}\left|\int(f(x)-f(y)) \frac{m^{+}(d x)}{m^{+}(E)} \frac{m^{-}(d y)}{m^{-}(E)}\right| \\
& \leq\left\|m_{1}-m_{2}\right\|_{t v}
\end{aligned}
$$

By taking the supremum over all $f \in \operatorname{Osc}_{1}(E)$ we find that

$$
\sup \left\{\left|m_{1}(f)-m_{2}(f)\right| ; f \in \operatorname{Osc}_{1}(E)\right\} \leq\left\|m_{1}-m_{2}\right\|_{t v}
$$

The reverse inequality can be check easily by noting that the indicator functions $1_{A}$ of measurable sets $A \in \mathcal{E}$, belong to $\operatorname{Osc}_{1}(E)$. Using this representation we obtain

$$
\begin{aligned}
\beta(K) & =\sup _{x, y \in E}\|K(x, .)-K(y, .)\|_{t v} \\
& =\sup _{x, y \in E} \sup \left\{|K f(x)-K(f)(y)| ; f \in \operatorname{Osc}_{1}(E)\right\} \\
& =\sup \left\{\sup _{x, y}|K f(x)-K(f)(y)| ; f \in \operatorname{Osc}_{1}(E)\right\}
\end{aligned}
$$

and therefore

$$
\beta(K)=\sup \left\{\operatorname{osc}(K(f)) ; f \in \operatorname{Osc}_{1}(E)\right\}
$$

and the proof of (14) is now completed.
For any $\delta \neq 0$ and $n \geq 1$ we define

$$
d_{\delta}(n)=\frac{n^{\delta}-1}{\delta} \geq 0 \quad \text { and } \quad d_{0}(n)=\log (n)\left(=\lim _{\delta \rightarrow 0} d_{\delta}(n)\right)
$$

For $\delta>0$, respectively $\delta<0$, we notice that

$$
d_{\delta}(n) \leq n^{\delta} / \delta, \quad \text { resp. } \quad d_{\delta}(n) \leq 1 /|\delta|
$$

Because of the central importance in this article of the next technical lemma we have included a detailed proof. However its proof is somewhat technical and may be skipped at a first reading.

Lemma 1.4 For any $1 \leq p \leq n$ we have

$$
\begin{equation*}
\log \left(\frac{n+1}{p+1}\right) \leq \sum_{q=p+1}^{n} \frac{1}{q} \leq \log \left(\frac{n}{p}\right) \tag{15}
\end{equation*}
$$

If $\epsilon \geq 0$ and if we put $s=\sum_{p \geq 1} 1 / p^{2}(<\infty)$ then we have that

$$
\begin{equation*}
e^{-s \epsilon^{2}}\left(\frac{n+1}{p+1}\right)^{\epsilon} \leq \prod_{q=p+1}^{n}\left(1+\frac{\epsilon}{q}\right) \leq\left(\frac{n}{p}\right)^{\epsilon} \tag{16}
\end{equation*}
$$

For $0 \leq \epsilon \leq 1$ we have that

$$
\begin{equation*}
\frac{1}{e}\left(\frac{p}{n}\right)^{\epsilon} \leq \prod_{q=p+1}^{n}\left(1-\frac{\epsilon}{q}\right) \leq\left(\frac{p+1}{n+1}\right)^{\epsilon} \tag{17}
\end{equation*}
$$

and for $-1 \leq \epsilon \leq 1$

$$
\begin{equation*}
\frac{1}{2} \frac{d_{\epsilon}(n)}{n^{\epsilon}} \leq \sum_{p=1}^{n} \frac{1}{p^{1+\epsilon}} \leq 1+\frac{d_{\epsilon}(n)}{n^{\epsilon}} \tag{18}
\end{equation*}
$$

Proof: The proof of (15) is simply based on the two integral estimates

$$
\log \left(\frac{n+1}{p+1}\right)=\sum_{q=p+1}^{n} \int_{q}^{q+1} \frac{d t}{t} \leq \sum_{q=p+1}^{n} \frac{1}{q} \leq \sum_{q=p+1}^{n} \int_{q-1}^{q} \frac{d t}{t}=\log \left(\frac{n}{p}\right)
$$

To prove (16) we recall that for any $x \geq 0$

$$
\begin{equation*}
\log x \leq x-1 \tag{19}
\end{equation*}
$$

This yields for any $\epsilon \geq 0$

$$
\prod_{q=p+1}^{n}\left(1+\frac{\epsilon}{q}\right)=\exp \sum_{q=p+1}^{n} \log \left(1+\frac{\epsilon}{q}\right) \leq \exp \sum_{q=p+1}^{n} \frac{\epsilon}{q} \leq\left(\frac{n}{p}\right)^{\epsilon}
$$

To prove the reverse estimate we use the fact that

$$
\begin{equation*}
x \log x \geq x-1 \tag{20}
\end{equation*}
$$

for any $x \geq 0$. From this inequality we also obtain for $x>0$

$$
\frac{\log (x+1)}{x} \geq 1-\frac{x}{x+1}
$$

If we take $x=\epsilon / q$ we conclude that

$$
\log \left(1+\frac{\epsilon}{q}\right) \geq \frac{\epsilon}{q}-\frac{\epsilon^{2}}{q(q+\epsilon)} \geq \frac{\epsilon}{q}-\frac{\epsilon^{2}}{q^{2}}
$$

Therefore using (15) we conclude that

$$
\begin{aligned}
\prod_{q=p+1}^{n}\left(1+\frac{\epsilon}{q}\right) & =\exp \sum_{q=p+1}^{n} \log \left(1+\frac{\epsilon}{q}\right) \geq \exp \sum_{q=p+1}^{n}\left[\frac{\epsilon}{q}-\frac{\epsilon^{2}}{q^{2}}\right] \\
& \geq \exp \left[-s \epsilon^{2}+\sum_{q=p+1}^{n} \frac{\epsilon}{q}\right] \geq e^{-s \epsilon^{2}}\left(\frac{p+1}{n+1}\right)^{\epsilon}
\end{aligned}
$$

To prove (17) we use again (20) to check first that for any $0 \leq x<1$

$$
(1-x) \log (1-x) \geq-x
$$

If we take $x=\epsilon / q$ then for any $q \geq 2$ we have that

$$
\log (1-\epsilon / q) \geq-\frac{\epsilon}{q} \frac{q}{q-\epsilon}=-\frac{\epsilon}{q-\epsilon} \geq-\frac{\epsilon}{q-1}
$$

This together with (15) imply that for any $1 \leq p \leq n$

$$
\begin{aligned}
\prod_{q=p+1}^{n}\left(1-\frac{\epsilon}{q}\right) & =\exp \sum_{q=p+1}^{n} \log \left(1-\frac{\epsilon}{q}\right) \geq \exp \left[-\epsilon \sum_{q=p+1}^{n} \frac{1}{q-1}\right] \\
& \geq \exp \left[-\frac{\epsilon}{p}-\sum_{q=p+1}^{n-1} \frac{\epsilon}{q}\right] \geq \exp \left[-\epsilon-\sum_{q=p+1}^{n} \frac{\epsilon}{q}\right] \geq e^{-1}\left(\frac{p}{n}\right)^{\epsilon}
\end{aligned}
$$

To prove the reverse estimation we again use (19) to check by (15) that

$$
\prod_{q=p+1}^{n}\left(1-\frac{\epsilon}{q}\right)=\exp \sum_{q=p+1}^{n} \log \left(1-\frac{\epsilon}{q}\right) \leq \exp \left[-\epsilon \sum_{q=p+1}^{n} \frac{1}{q}\right] \leq\left(\frac{p+1}{n+1}\right)^{\epsilon}
$$

To prove (18) we first suppose that $0<\epsilon \leq 1$. In this case we have the estimates

$$
\sum_{p=1}^{n} \frac{\epsilon}{p^{1+\epsilon}} \leq \epsilon\left(1+\sum_{p=2}^{n} \int_{p-1}^{p} \frac{d t}{t^{1+\epsilon}}\right)=\epsilon-\left(n^{-\epsilon}-1\right)=1+\epsilon-n^{-\epsilon}
$$

and

$$
\sum_{p=1}^{n} \frac{\epsilon}{p^{1+\epsilon}} \geq \epsilon \sum_{p=1}^{n} \int_{p}^{p+1} \frac{d t}{t^{1+\epsilon}}=1-(n+1)^{-\epsilon}
$$

We end the proof in this situation by noting that

$$
\frac{1}{\epsilon}\left(1+\epsilon-n^{-\epsilon}\right)=1+\frac{1-n^{-\epsilon}}{\epsilon}=1+\frac{n^{\epsilon}-1}{\epsilon n^{\epsilon}}=1+\frac{d_{\epsilon}(n)}{n^{\epsilon}}
$$

and

$$
\begin{aligned}
\frac{1}{\epsilon}\left(1-(n+1)^{-\epsilon}\right) & =\frac{d_{\epsilon}(n+1)}{(n+1)^{\epsilon}} \geq \frac{d_{\epsilon}(n)}{(n+1)^{\epsilon}} \\
& \geq \frac{d_{\epsilon}(n)}{n^{\epsilon}}\left(\frac{n}{n+1}\right)^{\epsilon} \geq \frac{1}{2^{\epsilon}} \frac{d_{\epsilon}(n)}{n^{\epsilon}} \geq \frac{1}{2} \frac{d_{\epsilon}(n)}{n^{\epsilon}}
\end{aligned}
$$

In much the same way we have that for $0<\epsilon \leq 1$,

$$
\sum_{p=1}^{n} \frac{\epsilon}{p^{1-\epsilon}} \leq \epsilon\left(1+\sum_{p=2}^{n} \int_{p-1}^{p} \frac{d t}{t^{1-\epsilon}}\right)=\epsilon+\left(n^{\epsilon}-1\right)
$$

and

$$
\sum_{p=1}^{n} \frac{\epsilon}{p^{1-\epsilon}} \geq \epsilon \sum_{p=1}^{n} \int_{p}^{p+1} \frac{d t}{t^{1-\epsilon}}=(n+1)^{\epsilon}-1
$$

This implies that

$$
d_{\epsilon}(n) \leq d_{\epsilon}(n+1) \leq \sum_{p=1}^{n} \frac{1}{p^{1-\epsilon}} \leq 1+d_{\epsilon}(n)
$$

On the other hand we note that

$$
d_{\epsilon}(n)=\frac{1-n^{-\epsilon}}{\epsilon n^{-\epsilon}}=\frac{n^{-\epsilon}-1}{(-\epsilon) n^{-\epsilon}}=\frac{d_{-\epsilon}(n)}{n^{-\epsilon}}
$$

Therefore

$$
\frac{d_{-\epsilon}(n)}{n^{-\epsilon}} \leq \sum_{p=1}^{n} \frac{1}{p^{1-\epsilon}} \leq 1+\frac{d_{-\epsilon}(n)}{n^{-\epsilon}}
$$

and the proof of (18) is complete for any $\epsilon \in[-1,1]-\{0\}$. For $\epsilon=0$ we can take the limits $\epsilon \rightarrow 0$ in the above estimates or simply check directly that

$$
\frac{1}{2} \log n \leq \log (n+1) \leq \sum_{p=1}^{n} \frac{1}{p} \leq 1+\log n
$$

This ends the proof of the lemma.

## 2 Asymptotic behavior

This section is mainly concerned with the proof of theorem 1.1 and theorem 1.2. We have chosen to separate the analysis in two parts. In a first subsection 2.1 we examine SIMC models with linear interactions. We begin with a model of $\epsilon$-interacting random variables in which most of all calculations can be done explicitly. As we mentioned earlier in this example the decays to equilibrium presented in theorem 1.1 are sharp. The general linear SIMC model is treated in subsection 2.1.2. The proof of the estimates is essentially identical to the one of the $\epsilon$-interacting sequence. Section 2.2 discusses the long time behavior of the two classes of non-linear SIMC models (1) and (6). Applications are presented in the further development of section 3 .

### 2.1 Linear self-interacting models

We consider SIMC models (1) associated to a linear mapping of the form

$$
\Phi(m)=m K
$$

where $K$ is a Markov transition on $E$. These models have a linear structure which makes it easy to analyze in details their asymptotic behavior in terms of the contraction coefficient $\beta(K)$ of the underlying transition $K$. Under the assumption that $\beta(K)<1$ the limiting distribution is the unique invariant measure $\mu$ of the Markov transition $K$. If now we let

$$
\mathbb{E}\left(S_{n}(f)\right)=\bar{S}_{n}(f)
$$

denote the expected occupation measure associated to the SIMC model (1) with initial distribution $\eta$ then we will check that

$$
\left\|\bar{S}_{n}-\mu\right\|_{t v} \leq \frac{2}{n^{1-\beta(K)}}\|\eta-\mu\|_{t v}
$$

Note that it is not plausible to obtain useful convergence results when $\beta(K)=1$. For instance if $K(x, d y)=\delta_{x}(d y)$ then the whole chain is stuck in the initial point and $S_{n}=\delta_{X_{0}}$.

This section is organized as follows. In a first subsection we analyze the linear SIMC model associated to the Markov transition

$$
K(x, d y)=\epsilon \delta_{x}(d y)+(1-\epsilon) \mu(d y)
$$

The resulting SIMC model simply consists in a sequence of $\epsilon$-interacting random variables. The general linear SIMC model is treated in section 2.1.2. We also provide examples of transitions $K$ such that $\beta(K)<1$.

### 2.1.1 A sequence of $\epsilon$-interacting variables

Let $(\mu, \eta)$ be a pair of probability measures on $E$ and let $\epsilon \in[0,1]$. In this section we consider the SIMC model $X_{n}$ with initial distribution $\eta$ and elementary transitions

$$
\mathbb{P}\left(X_{n+1} \in d x \mid F_{n}\right)=\epsilon S_{n}(d x)+(1-\epsilon) \mu(d x)
$$

With a probability $\epsilon$ the particle $X_{n+1}$ returns randomly and uniformly to one of the previous states $X_{p}, 0 \leq p \leq n$ and with a probability $(1-\epsilon)$ it chooses
a new independent site according to the distribution $\mu$. This model correspond to the situation (1) with

$$
\Phi(m)=m K_{\epsilon} \quad \text { and } \quad K_{\epsilon}(x, d y)=\epsilon \delta_{x}(d y)+(1-\epsilon) \mu(d y)
$$

We also notice that the measure $\mu$ is the unique fixed point of the mapping $\Phi$. When the parameter $\epsilon$ is null and $\eta=\mu$ the chain reduces to a sequence of independent and identically distributed random variables with distribution $\mu$. In this special case and by the law of large numbers the occupation measure $S_{n}$ converges to $\mu$ as the time parameter tends to infinity. For instance we have that

$$
\mathbb{E}\left(\left(S_{n}(f)-\mu(f)\right)^{2}\right)=\frac{1}{n+1} \sigma_{\mu}^{2}(f) \quad \text { with } \quad \sigma_{\mu}(f)=\mu\left((f-\mu(f))^{2}\right)^{1 / 2}
$$

When the interaction parameter $\epsilon \in(0,1)$ it is natural to expect that the occupation measure $S_{n}$ still converges to the fixed point $\mu$ but with a rate which depends on $\epsilon$. It is convenient at this point to make a couple of remarks: First of all we notice that at each time the chain has a probability $(1-\epsilon)$ to visit a new random site according to $\mu$ and with a probability $\epsilon$ it chooses an occupied site with a probability proportional to the number of time the latter has been visited. In this sense the chain is attracted by sites which have been visited several times. We also notice that if $\varepsilon \leq 1 / 2$ then the chain has more chance to visit independent random sites with probability $\mu$. In the opposite it tends to return randomly to the previous ones. In this sense $\epsilon$ measures the degree of interaction in the SIMC model.
The second remark is that the parameter $\epsilon$ also characterizes the contraction of the mapping $\Phi$ and the Dobrushin's coefficient of the Markov transition $K_{\epsilon}$. More precisely for any $m_{1}, m_{2} \in \mathcal{P}(E)$ we have that

$$
\Phi\left(m_{1}\right)-\Phi\left(m_{2}\right)=\epsilon\left(m_{1}-m_{2}\right) \quad \text { and } \quad \beta\left(K_{\epsilon}\right)=\epsilon
$$

Proposition 2.1 For any $n \geq 1$ we have

$$
\bar{S}_{n}-\mu=a(n)(\eta-\mu)
$$

with

$$
\begin{equation*}
a(n)=\prod_{p=1}^{n} \frac{p+\epsilon}{p+1} \quad \text { and } \quad 1 /(2 e) \leq n^{1-\epsilon} a(n) \leq 2 \tag{21}
\end{equation*}
$$

Assume that $\eta=\mu$ and put $\delta=2 \epsilon-1(\in[-1,1])$. In this case there exists some finite constant $c \geq 1$ such that

$$
\begin{equation*}
\frac{1}{c} d_{\delta}(n) \leq n \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right) \leq c\left(d_{\delta}(n)+n^{\delta}\right) \tag{22}
\end{equation*}
$$

for any measurable function $f$ such that $\sigma_{\mu}(f)=1$.
This proposition shows that there exits three types of behavior depending if $\epsilon$ is greater or lower or equal to $1 / 2$.

$$
\begin{aligned}
\delta>0 & \Rightarrow \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right) \leq \mathrm{c} / n^{1-\delta} \\
\delta<0 & \Rightarrow \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right) \leq \mathrm{c} /(|\delta| n) \\
\delta=0 & \Rightarrow \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right) \leq \mathrm{c} \log (n) / n
\end{aligned}
$$

Proof: To prove (21) we first assume that $\mu(f)=0$. In this case we have

$$
\bar{S}_{n}(f)=\frac{n}{n+1} \bar{S}_{n-1}(f)+\frac{\epsilon}{n+1} \bar{S}_{n-1}(f)=\frac{n+\epsilon}{n+1} \bar{S}_{n-1}(f)=a(n) \eta(f)
$$

Consequently for all bounded measurable functions $f$

$$
\bar{S}_{n}(f)-\mu(f)=\bar{S}_{n}(f-\mu(f))=a(n)(\eta(f)-\mu(f))
$$

To prove (22) we introduce the decomposition

$$
S_{n}(f)-\bar{S}_{n}(f)=\frac{n}{n+1}\left(S_{n-1}(f)-\bar{S}_{n-1}(f)\right)+\frac{1}{n+1}\left(f\left(X_{n}\right)-\bar{S}_{n-1} K_{\epsilon}(f)\right)
$$

By definition of $K_{\epsilon}$ we have for any $m_{1}, m_{2} \in \mathcal{P}(E)$

$$
\left(m_{1} K_{\epsilon}-m_{2} K_{\epsilon}\right)=\epsilon\left(m_{1}-m_{2}\right)
$$

Consequently

$$
\begin{aligned}
& \mathbb{E}\left(\left[S_{n-1}(f)-\bar{S}_{n-1}(f)\right]\left[f\left(X_{n}\right)-\bar{S}_{n-1} K_{\epsilon}(f)\right]\right) \\
& =\mathbb{E}\left(\left[S_{n-1}(f)-\bar{S}_{n-1}(f)\right]\left[S_{n-1} K_{\epsilon}(f)-\bar{S}_{n-1} K_{\epsilon}(f)\right]\right)=\epsilon \mathbb{E}\left(\left(S_{n-1}(f)-\bar{S}_{n-1}(f)\right)^{2}\right)
\end{aligned}
$$

Therefore if we put

$$
I_{n}(f)=(n+1)^{2} \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right)
$$

then we have

$$
I_{n}(f)=(1+2 \epsilon / n) I_{n-1}(f)+\mathbb{E}\left(\left[f\left(X_{n}\right)-\bar{S}_{n-1} K_{\epsilon}(f)\right]^{2}\right)
$$

Now we notice that

$$
\mathbb{E}\left(\left[f\left(X_{n}\right)-\bar{S}_{n-1} K_{\epsilon}(f)\right]^{2}\right)=\bar{S}_{n-1} K_{\epsilon}\left(f^{2}\right)-\left(\bar{S}_{n-1} K_{\epsilon}(f)\right)^{2}
$$

Using (21) we find that

$$
\begin{aligned}
\bar{S}_{n} K_{\epsilon}\left(f^{2}\right) & =\epsilon \bar{S}_{n}\left(f^{2}\right)+(1-\epsilon) \mu\left(f^{2}\right) \\
& =\epsilon a(n) \eta\left(f^{2}\right)+\epsilon(1-a(n)) \mu\left(f^{2}\right)+(1-\epsilon) \mu\left(f^{2}\right) \\
& =\epsilon a(n) \eta\left(f^{2}\right)+(1-\epsilon a(n)) \mu\left(f^{2}\right)
\end{aligned}
$$

and

$$
\left[\bar{S}_{n} K_{\epsilon}(f)\right]^{2}=[\epsilon a(n) \eta(f)+(1-\epsilon a(n)) \mu(f)]^{2}
$$

If we combine these two expressions we obtain

$$
\begin{aligned}
& \mathbb{E}\left(\left[f\left(X_{n+1}\right)-\bar{S}_{n} K_{\epsilon}(f)\right]^{2}\right) \\
& =\epsilon a(n) \sigma_{\eta}(f)+(1-\epsilon a(n)) \sigma_{\mu}(f)+\epsilon a(n)(1-\epsilon a(n))(\eta(f)-\mu(f))^{2}
\end{aligned}
$$

If we take $\eta=\mu$ we readily obtain

$$
\mathbb{E}\left(\left[f\left(X_{n+1}\right)-\bar{S}_{n} K_{\epsilon}(f)\right]^{2}\right)=\sigma_{\mu}(f)
$$

If we choose $f$ such that $\operatorname{osc}(f) \leq 1$ we immediately obtain

$$
I_{n}(f) \leq(1+2 \epsilon / n) I_{n-1}(f)+1=\sum_{p=0}^{n} I_{p, n}(f)
$$

with

$$
I_{p, n}(f)=\prod_{q=p+1}^{n}(1+2 \epsilon / q)
$$

To end the proof of the proposition we use the following technical lemma 1.4. By (17) we have for any $n \geq 1$

$$
\begin{aligned}
a(n) & =\prod_{p=1}^{n}\left(1-\frac{(1-\epsilon)}{p+1}\right)=\prod_{p=2}^{n+1}\left(1-\frac{(1-\epsilon)}{p}\right) \leq\left(\frac{2}{n+2}\right)^{1-\epsilon} \\
& \leq 2^{1-\epsilon}\left(\frac{n}{n+2}\right)^{1-\epsilon} \frac{1}{n^{1-\epsilon}} \leq \frac{2}{n^{1-\epsilon}}
\end{aligned}
$$

and

$$
\begin{aligned}
a(n) & =\prod_{p=2}^{n+1}\left(1-\frac{(1-\epsilon)}{p}\right) \geq e^{-(1-\epsilon)}\left(\frac{1}{n+1}\right)^{1-\epsilon} \\
& \geq \frac{1}{e}\left(\frac{n}{n+1}\right)^{1-\epsilon} \frac{1}{n^{1-\epsilon}} \geq \frac{1}{2^{1-\epsilon} e} \frac{1}{n^{1-\epsilon}} \geq \frac{1}{2 e} \frac{1}{n^{1-\epsilon}}
\end{aligned}
$$

This ends the proof of (21). By (16) we have for any $1 \leq p \leq n$

$$
e^{-4 s}((n+1) /(p+1))^{2 \epsilon} \leq I_{p, n}(f) \leq(n / p)^{2 \epsilon}
$$

For $p=0$ we use the fact that

$$
\frac{e^{-4 s}}{4}(n+1)^{2 \epsilon} \leq \frac{e^{-4 s}}{2^{2 \epsilon}}(n+1)^{2 \epsilon} \leq I_{0, n}(f)=I_{1, n}(f)(1+2 \epsilon) \leq 3 n^{2 \epsilon}
$$

If we put $\delta=2 \epsilon-1$ then by (18) we obtain

$$
\begin{aligned}
I_{n}(f) /(n+1)^{2} & \leq \frac{1}{n^{1-\delta}}\left(3+\sum_{p=1}^{n} \frac{1}{p^{1+\delta}}\right) \\
& \leq \frac{1}{n^{1-\delta}}\left(4+\frac{d_{\delta}(n)}{n^{\delta}}\right)=\frac{1}{n}\left(4 n^{\delta}+d_{\delta}(n)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
I_{n}(f) /(n+1)^{2} & \geq \frac{e^{-4 s}}{4} \frac{1}{(n+1)^{1-\delta}}\left(1+\sum_{p=2}^{n+1} \frac{1}{p^{1+\delta}}\right) \\
& \geq \frac{e^{-4 s}}{4} \frac{1}{n^{1-\delta}}\left(\frac{n}{n+1}\right)^{1-\delta} \sum_{p=1}^{n} \frac{1}{p^{1+\delta}} \\
& \geq \frac{e^{-4 s}}{42^{1-\delta}} \frac{1}{n^{1-\delta}} \frac{1}{2} \frac{d_{\delta}(n)}{n^{\delta}} \geq \frac{e^{-4 s}}{2^{5}} \frac{d_{\delta}(n)}{n}
\end{aligned}
$$

### 2.1.2 General linear models

In this section we analyze the asymptotic behavior of an abstract SIMC model associated to a linear mapping $\Phi$. We suppose this mapping is defined as follows

$$
\begin{equation*}
\Phi(m)=m K \tag{23}
\end{equation*}
$$

for some Markov transition $K$ on $E$ such that $\beta(K)<1$. Again we recall that this condition guarantees the existence and the uniqueness of a fixed point

$$
\mu=\mu K \in \mathcal{P}(E)
$$

Using the alternative representation (14) of the contraction coefficient $\beta(K)$ stated in lemma 1.3 it is easily verified that the linear mapping (23) satisfies condition ( $\mathbf{H} \Phi$ ) with

$$
\begin{aligned}
\mathcal{F} & =\operatorname{Bosc}_{1}(E) \\
H(f, \mu) & =\{[K(f)-\mu K(f)] / \beta(K)\} \quad \text { and } \quad \beta_{\mathcal{F}}(\Phi)=\beta(K)
\end{aligned}
$$

The contraction coefficient $\beta(K)$ is tied to mixing properties of the Markov transition $K$. For instance suppose there exists a probability measure $\nu \in \mathcal{P}(E)$ and a positive number $\epsilon \in(0,1]$ such that for any $(x, A) \in(E \times \mathcal{E})$

$$
\begin{equation*}
K(x, A) \geq(1-\epsilon) \nu(A) \tag{24}
\end{equation*}
$$

Then, by (13) we have that $\beta(K) \leq \epsilon$. Next we present two examples which indicate that this condition is more connected to mixing properties of $K$ rather than compactness properties of the state space.

Example 1 Let $E=\mathbb{R}$ and let $a: \mathbb{R} \rightarrow \mathbb{R}$ be a bounded Borel function. One can check that the bi-Laplace transition

$$
K(x, d y)=\frac{c}{2} e^{-c|y-a(x)|} d y
$$

with $0<c<\infty$ satisfies (24) with

$$
\nu(d y)=\frac{c}{2} e^{-c|y|} d y \quad \text { and } \quad \epsilon=1-e^{-c\|a\|_{\infty}}
$$

Example 2 Let $E=\left\{x_{i} ; i \in I\right\}$ be a collection of states indexed by a countable set $I$. Let $K$ be the Markov transition defined by

$$
K(x, d y)=\sum_{i \in I} a_{i}(x) \delta_{x_{i}}
$$

for some positive functions $\left\{a_{i} ; i \in I\right\}$ on the set $E$ such that $\sum_{i \in I} a_{i}=1$. Recalling that

$$
\|K(x, \cdot)-K(y, \cdot)\|_{t v}=\frac{1}{2} \sum_{i \in I}\left|K\left(x, x_{i}\right)-K\left(y, x_{i}\right)\right|
$$

by (12) we find that $\beta(K)<1$ as soon as $\sum_{i \in I} \operatorname{osc}\left(a_{i}\right)<2$.

Proposition 2.2 For any $n \geq 1$ we have the estimate

$$
\left\|\bar{S}_{n}-\mu\right\|_{t v} \leq \frac{2}{n^{1-\beta(K)}}\|\eta-\mu\|
$$

In addition for any $f \in O \operatorname{Os}_{1}(E)$ we have

$$
n \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right) \leq c\left(d_{\delta(K)}(n)+n^{\delta(K)}\right) \quad \text { with } \quad \delta(K)=2 \beta(K)-1
$$

As observed in section 2.1.1 the above estimates induce three different types of decays

$$
\begin{aligned}
& \beta(K)>1 / 2 \Rightarrow \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right) \leq \mathrm{c} / n^{2(1-\beta(K))} \\
& \beta(K)<1 / 2 \Rightarrow \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right) \leq \mathrm{c} /(|1-2 \beta(K)| n) \\
& \beta(K)=1 / 2 \Rightarrow \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right) \leq \mathrm{c} \log (n) / n
\end{aligned}
$$

From proposition 2.1 we recall that these estimates cannot be improved without adding some some additional regularity condition on the Markov transition $K$. Proof: We use the fact that $\bar{S}_{n}$ can be represented in the form

$$
\bar{S}_{n}=\frac{n}{n+1} \bar{S}_{n-1}+\frac{1}{n+1} \bar{S}_{n-1} K=\bar{S}_{n-1} K_{n}
$$

with

$$
K_{n}(x, d y)=\frac{n}{n+1} \delta_{x}(d y)+\frac{1}{n+1} K(x, d y)
$$

It is also easy to check that $\mu=\mu K_{n}$. It follows that

$$
\bar{S}_{n}=\eta K_{1} \ldots K_{n} \quad \text { and } \quad \mu=\mu K_{1} \ldots K_{n}
$$

By definition of Dobrushin's contraction coefficient we see that

$$
\left\|\bar{S}_{n}-\mu\right\|_{t v} \leq \prod_{p=1}^{n} \beta\left(K_{p}\right)\|\eta-\mu\|_{t v}
$$

Since we have for each $n \geq 1$

$$
\beta\left(K_{n}\right) \leq \frac{n+\beta(K)}{n+1}
$$

we conclude that

$$
\left\|\bar{S}_{n}-\mu\right\|_{t v} \leq \prod_{p=1}^{n} \frac{p+\beta(K)}{p+1}\|\eta-\mu\|_{t v}
$$

The first statement is now easily proved by applying lemma 1.4. More precisely using (17) we have that

$$
\prod_{p=1}^{n} \frac{p+\beta(K)}{p+1}=\prod_{p=2}^{n+1}\left(1-\frac{1-\beta(K)}{p}\right) \leq\left(\frac{2}{n+2}\right)^{1-\beta(K)} \leq \frac{2}{n^{1-\beta(K)}}
$$

To prove the second assertion we choose $f \in \operatorname{Osc}_{1}(E)$ and we note

$$
I_{n}(f)=(n+1)^{2} \mathbb{E}\left(\left(S_{n}(f)-\bar{S}_{n}(f)\right)^{2}\right)
$$

By definition of the SIMC we have

$$
\begin{equation*}
I_{n}(f)=I_{n-1}(f)+\mathbb{E}\left(\left[f\left(X_{n}\right)-\bar{S}_{n-1} K_{\epsilon}(f)\right]^{2}\right)+2 n J_{n-1}(f, K f) \tag{25}
\end{equation*}
$$

with

$$
J_{n}(f, g)=\mathbb{E}\left(\left[S_{n}(f)-\bar{S}_{n}(f)\right]\left[S_{n}(g)-\bar{S}_{n}(g)\right]\right)
$$

We observe that for any $x, y \in E$ and $m \in \mathcal{P}(E)$

$$
|f(x)-m(f)| \leq \int|f(x)-f(y)| m(d y) \leq 1
$$

and

$$
\begin{aligned}
|K(f)(x)-K(f)(y)| & \leq \sup \left\{|K(g)(x)-K(g)(y)| ; g \in \operatorname{Osc}_{1}(E)\right\} \\
& =\|K(x, .)-K(y, .)\|_{t v} \leq \beta(K)
\end{aligned}
$$

From these observations it follows that

$$
\mathbb{E}\left(\left[f\left(X_{n}\right)-\bar{S}_{n-1} K_{\epsilon}(f)\right]^{2}\right) \leq 1
$$

and

$$
f \in \operatorname{Osc}_{1}(E) \Longrightarrow \frac{1}{\beta(K)} K(f) \in \operatorname{Osc}_{1}(E)
$$

On the other hand, by Cauchy-Schwartz's inequality

$$
(n+1)^{2} J_{n}(f, K f) \leq \beta(K) I_{n}(f)^{1 / 2} I_{n}(K f / \beta(K))^{1 / 2}
$$

Therefore if we write

$$
I_{n}=\sup \left\{I_{n}(f) ; f \in \operatorname{Osc}_{1}(E)\right\}
$$

we conclude from (25) that

$$
I_{n} \leq(1+2 \beta(K) / n) I_{n-1}+1
$$

We complete the proof using the same arguments as the end of the proof of proposition 2.1.

### 2.2 Non-linear self-interacting models

In this section we analyze the long time behavior of the SIMC models (1) and (6) associated respectively to an abstract mapping $\Phi: \mathcal{P}(E) \rightarrow \mathcal{P}(E)$ and to a collection of Markov transition $\left\{K_{m} ; m \in \mathcal{P}(E)\right\}$.
First we note that taking suprema over $\mathcal{F}$ in $(\mathbf{H} \Phi)$, we obtain that

$$
\forall \mu, \nu \in \mathcal{P}(E), \quad d_{\mathcal{F}}(\Phi(\mu), \Phi(\nu)) \quad \leq \quad \beta_{\mathcal{F}}(\Phi) d(\mu, \nu)
$$

so that an usual fixed point theorem shows there exists a unique $\mu \in \mathcal{P}(E)$ verifying $\mu=\Phi(\mu)$.

### 2.2.1 Proof of theorem 1.1

The aim of this section is to prove theorem (1.1). We suppose condition ( $\mathbf{H} \Phi$ ) is met for some class of functions $\mathcal{F}$ and we denote by $S_{n}$ the occupation measure at time $n$ associated to the SIMC model (1). For each $f \in \mathcal{F}$ we write

$$
I_{n}(f)=(n+1)^{2} \mathbb{E}\left(\left(S_{n}(f)-\mu(f)\right)^{2}\right) \quad \text { and } \quad I_{n}=\sup \left\{I_{n}(f) ; f \in \mathcal{F}\right\}
$$

where $\mu=\Phi(\mu)$ stands for the unique fixed point of the mapping $\Phi$. Using the decomposition

$$
S_{n}(f)-\mu(f)=\frac{n}{n+1}\left[S_{n-1}(f)-\mu(f)\right]+\frac{1}{n+1}\left[f\left(X_{n}\right)-\Phi(\mu)(f)\right]
$$

we first show that

$$
\begin{equation*}
I_{n}(f)=I_{n-1}(f)+\mathbb{E}\left(\left[f\left(X_{n}\right)-\Phi(\mu)(f)\right]^{2}\right)+2 n C_{n-1}(f) \tag{26}
\end{equation*}
$$

with

$$
C_{n}(f)=\mathbb{E}\left(\left[S_{n}(f)-\mu(f)\right]\left[\Phi\left(S_{n}\right)(f)-\Phi(\mu)(f)\right]\right)
$$

Under our assumptions we have that

$$
\left|\Phi\left(S_{n}\right)(f)-\Phi(\mu)(f)\right| \leq \sum_{h \in H(f, \mu)} b_{f, \mu}(h)\left|S_{n}(h)-\mu(h)\right|
$$

This implies that

$$
\left|C_{n}(f)\right| \leq \sum_{h \in H(f, \mu)} b_{f, \mu}(h) \mathbb{E}\left(\left|S_{n}(f)-\mu(f)\right|\left|S_{n}(h)-\mu(h)\right|\right)
$$

By Cauchy-Schwartz's inequality and taking the supremum over all $f \in \mathcal{F}$ in the right hand side we obtain

$$
(n+1)\left|C_{n}(f)\right| \leq \beta_{\mathcal{F}}(\Phi) I_{n}
$$

Finally by (26) we conclude that

$$
\begin{aligned}
I_{n} & \leq\left(1+2 \beta_{\mathcal{F}}(\Phi) / n\right) I_{n-1}(f)+2 \\
& \leq \prod_{p=1}^{n}\left(1+\frac{2 \beta_{\mathcal{F}}(\Phi)}{p}\right) \eta\left[(f-\mu(f))^{2}\right]+2 \sum_{p=1}^{n} \prod_{q=p+1}^{n}\left(1+\frac{2 \beta_{\mathcal{F}}(\Phi)}{q}\right)
\end{aligned}
$$

The end of the proof now follows the same lines of arguments as the end of proof of proposition 2.1.

### 2.2.2 Proof of theorem 1.2

In this section we suppose condition $(\mathbf{H} K)$ is met for some class of functions $\mathcal{F}$ and we denote by $S_{n}$ the occupation measure at time $n$ associated to the SIMC model (6). Under ( $\mathbf{H} K$ ) there exists for each $m$ a $K_{m}$-invariant measure

$$
\pi(m)=\pi(m) K_{m} \in \mathcal{P}(E)
$$

We associate to the mapping $\pi: \mathcal{P}(E) \rightarrow \mathcal{P}(E)$ and to the distribution flow $S_{n}$ the random measures

$$
S_{n}^{\pi}=\frac{1}{n+1} \sum_{q=0}^{n} \pi\left(S_{q}\right)
$$

Furthermore, in quite the same way as in the beginning of subsection 2.2 , we see there exists a unique fixed point $\mu=\pi(\mu)$.

Proposition 2.3 For each $f \in \mathcal{F}$ and $p>1$ we have that

$$
\sup _{n \geq 1} \sqrt{n} \mathbb{E}\left(\left|S_{n}(f)-S_{n}^{\pi}(f)\right|^{p}\right)^{1 / p}<\infty
$$

Proof: Given a function $f \in \mathcal{F}$ and a distribution $m$ on $E$ we have a solution $g_{m}$ of the Poisson's equation

$$
f-\pi(m)(f)=g_{m}-K_{m}\left(g_{m}\right)
$$

and it is given by

$$
g_{m}=\sum_{n \geq 0} K_{m}^{n}(f-\pi(m)(f))
$$

Furthermore under our assumptions we have that

$$
\left\|g_{m}\right\|_{\infty} \leq 2 \sum_{n \geq 0} \epsilon(n)
$$

For any $n \geq 0$ we notice that

$$
\sum_{p=0}^{n}\left[f\left(X_{p}\right)-\pi\left(S_{p}\right)(f)\right]=\sum_{p=0}^{n}\left[g_{S_{p}}\left(X_{p}\right)-K_{S_{p}}\left(g_{S_{p}}\right)\left(X_{p}\right)\right]
$$

Using the decomposition

$$
\begin{aligned}
g_{S_{p}}\left(X_{p}\right)-K_{S_{p}}\left(g_{S_{p}}\right)\left(X_{p}\right)=\left[g_{S_{p}}\left(X_{p}\right)-\right. & \left.g_{S_{p+1}}\left(X_{p+1}\right)\right] \\
& +\left[g_{S_{p+1}}\left(X_{p+1}\right)-g_{S_{p}}\left(X_{p+1}\right)\right] \\
& +\left[g_{S_{p}}\left(X_{p+1}\right)-K_{S_{p}}\left(g_{S_{p}}\right)\left(X_{p}\right)\right]
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \sum_{p=0}^{n}\left[f\left(X_{p}\right)-\pi\left(S_{p}\right)(f)\right] \\
& =-\left(g_{S_{n+1}}\left(X_{n+1}\right)-g_{S_{0}}\left(X_{0}\right)\right)+\sum_{p=0}^{n}\left(g_{S_{p+1}}-g_{S_{p}}\right)\left(X_{p+1}\right)+M_{n}(f)
\end{aligned}
$$

with the $F$-martingale

$$
M_{n}(f)=\sum_{p=0}^{n}\left[g_{S_{p}}\left(X_{p+1}\right)-K_{S_{p}}\left(g_{S_{p}}\right)\left(X_{p}\right)\right]
$$

Note that the quadratic variation of the latter is given by

$$
[M(f)]_{n}=\sum_{p=0}^{n}\left[g_{S_{p}}\left(X_{p+1}\right)-K_{S_{p}}\left(g_{S_{p}}\right)\left(X_{p}\right)\right]^{2} \leq c(n+1)
$$

Using Burkholder's inequality (cf. for instance (27), p. 499 in [20]) we have for any $p>1$

$$
\mathbb{E}\left(\left|M_{n}(f)\right|^{p}\right)^{1 / p} \leq c(p) \sqrt{n+1}
$$

for some finite constant $c(p)<\infty$ which depends on the parameter $p$. In view of (9) and (10) we have for any pair ( $m_{1}, m_{2}$ ) of distributions

$$
\begin{aligned}
\left\|g_{m_{1}}-g_{m_{2}}\right\|_{\infty} & \leq \sum_{n \geq 0} \epsilon(n)\left[\left|\pi\left(m_{1}\right)(f)-\pi\left(m_{2}\right)(f)\right|+\left\|m_{1}-m_{2}\right\|_{t v}\right] \\
& \leq c\left\|m_{1}-m_{2}\right\|_{t v}
\end{aligned}
$$

with $c=\left(1+2 \beta_{\mathcal{F}}(\pi)\right) \sum_{n \geq 0} \epsilon(n)<\infty$. Since $\left\|S_{p+1}-S_{p}\right\| \leq 2 /(p+2)$ we conclude that

$$
\left\|g_{S_{p+1}}-g_{S_{p}}\right\|_{\infty} \leq 2 c /(p+2)
$$

and therefore

$$
\left|\sum_{p=0}^{n}\left(g_{S_{p+1}}-g_{S_{p}}\right)\left(X_{p+1}\right)\right| \leq c \log (n+1)
$$

If we combine the above estimates we obtain for sufficiently large values of the time parameter

$$
\mathbb{E}\left(\left|\sum_{p=0}^{n}\left[f\left(X_{p}\right)-\pi\left(S_{p}\right)(f)\right]\right|^{p}\right)^{1 / p} \leq c^{\prime}(p) \sqrt{n+1}
$$

for some finite constant $c^{\prime}(p)<\infty$ which depends on the parameter $p$. This ends the proof of the proposition.

Under our assumptions the mapping $\pi: \mathcal{P}(E) \rightarrow \mathcal{P}(E)$ has a unique fixed point

$$
\mu=\pi(\mu) \in \mathcal{P}(E)
$$

In the next proposition we estimate the convergence decays of the flow $S_{n}^{\pi}$ towards this equilibrium measure.

Proposition 2.4 For any $f \in \mathcal{F}$ we have three different types of $\mathbb{L}_{2}$-mean error decays:

$$
\begin{aligned}
\beta_{\mathcal{F}}(\pi)>3 / 4 & \Rightarrow n^{2\left(1-\beta_{\mathcal{F}}(\pi)\right)} \mathbb{E}\left(\left(S_{n}^{\pi}(f)-\mu(f)\right)^{2}\right) \leq c \\
\beta_{\mathcal{F}}(\pi)<3 / 4 & \Rightarrow \sqrt{n} \mathbb{E}\left(\left(S_{n}^{\pi}(f)-\mu(f)\right)^{2}\right) \leq c \\
\beta_{\mathcal{F}}(\pi)=3 / 4 & \Rightarrow \frac{\sqrt{n}}{\log (n)} \mathbb{E}\left(\left(S_{n}^{\pi}(f)-\mu(f)\right)^{2}\right) \leq c
\end{aligned}
$$

Proof: Let $f \in \mathcal{F}$ be given. For each $n \geq 0$ we define
$I_{n}(f)=S_{n}^{\pi}(f)-\mu(f)=\frac{1}{n+1} \sum_{p=0}^{n}\left[\pi\left(S_{p}\right)(f)-\pi(\mu)(f)\right] \quad$ and $\quad J_{n}=\sup _{f \in \mathcal{F}} \mathbb{E}\left(I_{n}(f)^{2}\right)$
We also introduce the decomposition

$$
\begin{equation*}
I_{n}(f)=\frac{n}{n+1} I_{n-1}(f)+\frac{1}{n+1}\left[\pi\left(S_{n}\right)(f)-\pi(\mu)(f)\right] \tag{27}
\end{equation*}
$$

Using (9) we have

$$
\begin{equation*}
\left|\pi\left(S_{n}\right)(f)-\pi(\mu)(f)\right| \leq \sum_{h \in H(f, \mu)} b_{f, \mu}(h)\left|S_{n}(h)-\mu(h)\right| \tag{28}
\end{equation*}
$$

for some subset $H(f, \mu) \subset \mathcal{F}$ and some collection of numbers $b_{f, \mu}(h) \in[0,1)$, $h \in H(f, \mu)$ such that

$$
\beta_{\mathcal{F}}(\pi)=\sup \left\{\sum_{h \in H(f, \mu)} b_{f, \mu}(h) ; f \in \mathcal{F}\right\} \in(0,1)
$$

Using the decompositions

$$
\begin{aligned}
S_{n}-\mu & =\left[S_{n}-S_{n}^{\pi}\right]+\left[S_{n}^{\pi}-\mu\right] \\
S_{n}^{\pi}-\mu & =\frac{n}{n+1}\left[S_{n-1}^{\pi}-\mu\right]+\frac{1}{n+1}\left[\pi\left(S_{n}\right)-\pi(\mu)\right] \\
& =\frac{n}{n+1} I_{n-1}+\frac{1}{n+1}\left[\pi\left(S_{n}\right)-\pi(\mu)\right]
\end{aligned}
$$

and from the inequality (28) we obtain

$$
\begin{aligned}
\left|\pi\left(S_{n}\right)(f)-\pi(\mu)(f)\right| \leq & \sum_{h \in H(f, \mu)} b_{f, \mu}(h)\left|S_{n}(h)-S_{n}^{\pi}(h)\right| \\
& \quad+\frac{n}{n+1} \sum_{h \in H(f, \mu)} b_{f, \mu}(h)\left|I_{n-1}(h)\right| \\
& +\frac{1}{n+1} \sum_{h \in H(f, \mu)} b_{f, \mu}(h)\left|\pi\left(S_{n}\right)(h)-\pi(\mu)(h)\right| \\
\leq & \frac{c}{n+1}+\sum_{h \in H(f, \mu)} b_{f, \mu}(h)\left[\left|S_{n}(h)-S_{n}^{\pi}(h)\right|+\left|I_{n-1}(h)\right|\right]
\end{aligned}
$$

Using proposition 2.3 and Cauchy-Schwartz's inequality we note that for sufficiently large $n$

$$
\mathbb{E}\left(\left|I_{n-1}(f)\right|\left|S_{n}(h)-S_{n}^{\pi}(h)\right|\right) \leq c / \sqrt{n+1}
$$

In much the same way we also check that for each $f, h \in \mathcal{F}$

$$
\mathbb{E}\left(\left|I_{n-1}(f)\right|\left|I_{n-1}(h)\right|\right) \leq \mathbb{E}\left(\left|I_{n-1}(f)\right|^{2}\right)^{1 / 2} \mathbb{E}\left(\left|I_{n-1}(h)\right|^{2}\right)^{1 / 2}
$$

and

$$
\sum_{h \in H(f, \mu)} b_{f, \mu}(h) \mathbb{E}\left(\left|I_{n-1}(f)\right|\left|I_{n-1}(h)\right|\right) \leq \beta_{\mathcal{F}}(\pi) J_{n-1}
$$

Using the decomposition (27) it is now easy to show that

$$
J_{n} \leq\left(\frac{n}{n+1}\right)^{2}\left(1+\frac{2 \beta_{\mathcal{F}}(\pi)}{n}\right) J_{n-1}+\frac{c}{(n+1)^{2}} \sqrt{n+1}
$$

Thus we have

$$
J_{n} \leq \frac{c}{(n+1)^{2}} \sum_{p=0}^{n}\left[\prod_{q=p+1}^{n}\left(1+\frac{2 \beta_{\mathcal{F}}(\pi)}{q}\right)\right] \sqrt{p+1}
$$

Finally we use lemma 1.4 to demonstrate that

$$
J_{n} \leq \frac{c}{n^{2\left(1-\beta_{\mathcal{F}}(\pi)\right)}}\left(1+\sum_{p=1}^{n} p^{\frac{1}{2}-2 \beta_{\mathcal{F}}(\pi)}\right)
$$

When $\beta_{\mathcal{F}}(\pi) \in(3 / 4,1]$ we have $2 \beta_{\mathcal{F}}(\pi)-\frac{1}{2}>1$ and therefore $n^{2\left(1-\beta_{\mathcal{F}}(\pi)\right)} J_{n} \leq c$. If $\beta_{\mathcal{F}}(\pi) \in[0,3 / 4)$ then we have $2 \beta_{\mathcal{F}}(\pi)-\frac{1}{2}<1$ and

$$
\sum_{p=1}^{n} p^{\frac{1}{2}-2 \beta_{\mathcal{F}}(\pi)} \leq c n^{1-\left(2 \beta_{\mathcal{F}}(\pi)-\frac{1}{2}\right)}
$$

In this situation we conclude that $\sqrt{n} J_{n} \leq c$. Finally if $\beta_{\mathcal{F}}(\pi)=3 / 4$ then we have $2 \beta_{\mathcal{F}}(\pi)-\frac{1}{2}=1$ and $2\left(1-\beta_{\mathcal{F}}(\pi)\right)=1 / 2$. This yields that $\sqrt{n} J_{n} \leq c \log n$ and the proof of the proposition is now completed.

## 3 Applications

In this section we illustrate the verification of the regularity conditions ( $\mathbf{H} \Phi$ ) and $(\mathbf{H} K)$ for some specific examples.

In a first subsection 3.1 we consider the SIMC model (1) associated to a mapping $\Phi: \mathcal{P}(E) \rightarrow \mathcal{P}(E)$. We first examine the genetic SIMC model (2). We propose a sufficient condition on the fitness function and the mutation kernel underwhich condition $(\mathbf{H} \Phi)$ is met. We also illustrate this regularity condition for Gaussian and Poisson SIMC models.

In section 3.2 we consider the SIMC model (6) associated to a collection of Markov transitions $\left\{K_{m} ; m \in \mathcal{P}(E)\right\}$. Condition ( $\mathbf{H} K$ ) guarantees for each $m$ the existence of a $K_{m}$-invariant measure $\pi(m)=\pi(m) K_{m} \in \mathcal{P}(E)$. We examine situations in which the mapping $\pi: \mathcal{P}(E) \rightarrow \mathcal{P}(E)$ is respectively constant, linear and non-linear. In the final subsection 3.2 .3 we analyze the genetic SIMC model (8) with random selection and mutation transitions. We propose a sufficient condition on the triplet $(a, g, K)$ underwhich condition $(\mathbf{H} K)$ is met. We also initiate a comparison between this genetic model and the genetic model (2).

## 3.1 $\Phi$-interacting Markov chains

### 3.1.1 Genetic self-interactions

Consider the genetic SIMC model (3) associated to the mapping

$$
\Phi(m)(f)=\frac{m(g(K f))}{m(g)}
$$

which we presented in the introductive section. Then we have the following proposition.

Proposition 3.1 Suppose the potential function $g$ and the mutation transition $K$ are chosen so that

$$
g_{\min }=1 \quad \text { and } \quad \sup _{x \in E} g(x)<\frac{1}{2}\left(\frac{1}{\beta(K)}+1\right)
$$

Then the mapping $\Phi$ satisfies condition $(\mathbf{H} \Phi)$ with

$$
\mathcal{F}=\operatorname{Bosc}_{1}(E) \quad \text { and } \quad \beta_{\mathcal{F}}(\Phi)=(1+2 \operatorname{osc}(g)) \beta(K)
$$

Remark 3.2: The first condition on the potential function is not really restrictive. When the infimum $g_{\min }>0$ we can replace in $(2)$ the fitness function $g$ by $g / g_{\text {min }}$. More precisely let $\Phi^{(h)}$ denotes the mapping from $\mathcal{P}(E)$ into itself defined as in (2) by replacing the function $g$ by $h$. We notice that

$$
\begin{aligned}
\left(1+\operatorname{oosc}\left(h / h_{\min }\right)\right) & =\left(2 \operatorname{osc}(h)+h_{\min }\right) / h_{\min } \\
& =\left(\operatorname{osc}(h)+\|h\|_{\infty}\right) / h_{\min }
\end{aligned}
$$

From this observation we find that the mapping $\Phi^{(h)}$ satisfies $(\mathbf{H} \Phi)$ with

$$
\begin{equation*}
\beta_{\mathcal{F}}\left(\Phi^{(h)}\right)=\left(\operatorname{osc}(h)+\|h\|_{\infty}\right) \beta(K) / h_{\min } \tag{29}
\end{equation*}
$$

In addition we have

$$
\sup _{x, y} \frac{h(x)}{h(y)}<\frac{1}{2}\left(\frac{1}{\beta(K)}+1\right) \Longrightarrow \beta_{\mathcal{F}}\left(\Phi^{(h)}\right)<1
$$

The above condition relates the oscillations of the potential function $h$ with the mixing properties of the Markov mutation transition. The more $K$ is mixing the more the potential is allowed to oscillate. Note that if $K(x, d y)=\delta_{x}(d y)$ then $\beta(K)=1$ and this condition is never met. In fact in this degenerate situation the SIMC reduces to $X_{n}=X_{0}$ and the occupation measure $S_{n}=\delta_{X_{0}}$ which just trivially converges to $\delta_{X_{0}}$ !

Proof of proposition 3.1: To prove that the mapping $\Phi$ satisfies (H $\Phi$ ) we use the decomposition

$$
\Phi(\eta)(f)-\Phi(\mu)(f)=\frac{1}{\eta(g)}(\eta(g[K(f)-\Phi(\mu)(f)])-\mu(g[K(f)-\Phi(\mu)(f)]))
$$

Then we notice that

$$
K(f)(x)-\Phi(\mu)(f)=\int(K f(x)-K f(y)) \frac{g(y)}{\mu(g)} \mu(d y)
$$

and

$$
\operatorname{osc}(K(f)) \leq \beta(K) \operatorname{osc}(f)
$$

According to this observation if we set $f_{\mu}(x)=f(x)-\Phi(\mu)(f)$ then we find that

$$
\begin{aligned}
\left|g(x) K\left(f_{\mu}\right)(x)-g(y) K\left(f_{\mu}\right)(y)\right| \leq & |g(x)-g(y)|\left|K\left(f_{\mu}\right)(x)\right| \\
& +g(y)|K(f)(x)-K(f)(y)| \\
\leq & \beta(K)\left(\operatorname{osc}(g)+\|g\|_{\infty}\right) \operatorname{osc}(f)
\end{aligned}
$$

Since $\|g\|_{\infty}=\operatorname{osc}(g)+1$ one gets for any $f \in \mathcal{F}$

$$
\operatorname{osc}\left(g K\left(f_{\mu}\right)\right) \leq \beta_{\mathcal{F}}(\Phi) \quad \text { and } \quad\left\|g K\left(f_{\mu}\right)\right\| \leq(\operatorname{osc}(g)+1) \beta(K) \leq \beta_{\mathcal{F}}(\Phi)
$$

We conclude that condition ( $\mathbf{H} \Phi$ ) is met with

$$
H(f, \mu)=\left\{g[K(f)-\Phi(\mu)(f)] / \beta_{\mathcal{F}}(\Phi)\right\}
$$

This end the proof of the proposition.

### 3.1.2 Gaussian and Poisson self-interactions

In this short section we illustrate condition ( $\mathbf{H} \Phi$ ) in the context of Gaussian and Poisson mean field interactions. Before presenting these two examples let us start with a generic and abstract situation. Suppose $(E, d)$ is a metric space and let ( $E^{\prime}, \mathcal{E}^{\prime}$ ) be an auxiliary measurable space and $\gamma \in \mathcal{P}\left(E^{\prime}\right)$. Also suppose $\theta: E^{\prime} \times \mathcal{P}(E) \rightarrow E$ is a measurable mapping satisfying the following condition.

$$
\left|\theta\left(x^{\prime}, m_{1}\right)-\theta\left(x^{\prime}, m_{2}\right)\right| \leq \sum_{h \in H} b(h)\left|m_{1}(h)-m_{2}(h)\right|
$$

for some subset $H \subset \operatorname{Lip}_{1}(E)$ and some collection of numbers $\{b(h) ; h \in H\}$ with $\beta=\sum_{h \in H} b(h)<1$. We now associate to the pair $(\theta, \gamma)$ the non-linear mapping $\Phi$ defined as

$$
\Phi(m)(f)=\int_{E^{\prime}} f\left(\theta\left(x^{\prime}, m\right)\right) \gamma\left(d x^{\prime}\right)
$$

By the regularity condition on the mapping $\theta$ for any $f \in \operatorname{Lip}_{1}(E)$ we have that

$$
\left|\Phi\left(m_{1}\right)(f)-\Phi\left(m_{2}\right)(f)\right| \leq \sum_{h \in H} b(h)\left|m_{1}(h)-m_{2}(h)\right|
$$

Therefore condition ( $\mathbf{H} \Phi$ ) holds with

$$
\mathcal{F}=\operatorname{Lip}_{1}(E), \quad H(f, \mu)=H \quad \text { and } \quad \beta_{\mathcal{F}}(\Phi)=\beta
$$

## Gaussian interactions

Let $E=\mathbb{R}$ and let $\Phi$ be the Gaussian type non-linear mapping

$$
\Phi(m)(d x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(x-m(a))^{2}} d x
$$

for some $a \in \operatorname{Lip}_{1}(E)$ with $\|a\|_{\infty, \mathrm{L}}<1$. Arguing as above we check that condition ( $\mathbf{H} \Phi$ ) is satisfied with

$$
\begin{equation*}
\mathcal{F}=\operatorname{Lip}_{1}(E) \quad H(f, \mu)=\left\{a /\|a\|_{\infty, \mathrm{L}}\right\} \quad \text { and } \quad \beta_{\mathcal{F}}(\Phi)=\|a\|_{\infty, \mathrm{L}} \tag{30}
\end{equation*}
$$

## Poisson interactions

Let $E=\mathbb{R}$ and let $\Phi$ be the Poisson type non-linear mapping

$$
\Phi(m)(d x)=1_{\mathbb{R}_{+}(x)} \frac{1}{m(a)} e^{-x / m(a)} d x
$$

for some positive intensity function $a \in \operatorname{Lip}_{1}(E)$ with $\|a\|_{\infty, \mathrm{L}}<1$. For any $f \in \operatorname{Lip}_{1}(E)$ we have that

$$
\left|\phi\left(m_{1}\right)(f)-\phi\left(m_{2}\right)(f)\right| \leq \int u\left|m_{1}(a)-m_{2}(a)\right| e^{-u} d u=\left|m_{1}(a)-m_{2}(a)\right|
$$

Here again it is easily check that condition ( $\mathbf{H} \Phi$ ) is satisfied with the same class of functions and parameters (30).

## $3.2 K_{m}$-interacting Markov chains

### 3.2.1 Constant $\pi$-mapping

Suppose $K(x, d y)$ is a Markov transition on $E$ with $\beta(K)<1$ and let $a, b$ be two measurable mappings from $E$ into $[0,1]$ such that $a+b=1$. We associate to the pair $(a, b)$ the collection of Markov transitions

$$
\begin{equation*}
K_{m}(x, d y)=m(a) \delta_{x}(d y)+m(b) K(x, d y) \tag{31}
\end{equation*}
$$

Proposition 3.3 Suppose the triplet $(a, b, K)$ satisfies the following condition

$$
\|a\|_{\infty}+\|b\|_{\infty} \beta(K)<1
$$

Then the Markov transition $K$ has a unique invariant measure $\mu \in \mathcal{P}(E)$ and for each $m \in \mathcal{P}(E)$ and $n \geq 0$ we have

$$
\begin{equation*}
\pi(m)=\mu \quad \text { and } \quad K_{m}^{n}=\sum_{p=0}^{n} C_{n}^{p} m(a)^{n-p} m(b)^{p} K^{p} \tag{32}
\end{equation*}
$$

In addition $K_{m}$ satisfies $(\mathbf{H} K)$ for the class of functions

$$
\mathcal{F}=\left\{f \in \mathcal{B}_{b}(E) ;\|f\|_{\infty} \leq 1\right\} \quad \text { and } \quad \beta_{\mathcal{F}}(\pi)=0
$$

Remark 3.4: Let $S_{n}$ be the occupation measure associated to the SIMC model (6) with transitions (31). This proposition in conjunction with proposition 2.3 tells us that for each $f \in \mathcal{B}_{b}(E)$ and $p>1$

$$
\sup _{n \geq 1} \sqrt{n} \mathbb{E}\left(\left|S_{n}(f)-\mu(f)\right|^{p}\right)^{1 / p}<\infty
$$

Proof of proposition 3.3: Under our assumptions we observe that $\beta(K)<1$. Thus, there exists a unique invariant measure $\mu=\mu K$ and for each $m \in \mathcal{P}(E)$ we clearly have that $\pi(m)=\mu$. From these observations condition (9) is trivially satisfied with for any class of functions $\mathcal{F}$ with $\beta_{\mathcal{F}}(\pi)=0$. The expression (32) is proved by a simple induction on the time parameter $n$. Using the decomposition

$$
K_{m}(f)(x)-K_{m}(f)(y)=m(a)(f(x)-f(y))+m(b)(K(f)(x)-K(f)(y))
$$

we see that

$$
\operatorname{osc}\left(K_{m}(f)\right) \leq[m(a)+m(b) \beta(K)] \operatorname{osc}(f) \leq \beta_{a, b}(K) \operatorname{osc}(f)
$$

where

$$
\beta_{a, b}(K)=\|a\|_{\infty}+\|b\|_{\infty} \beta(K)
$$

This yields that

$$
\sup _{m \in \mathcal{P}(E)} \beta\left(K_{m}\right) \leq \beta_{a, b}(K)
$$

From (32) we have immediately for any pair of measures $\left(m_{1}, m_{2}\right) \in \mathcal{P}(E) \times$ $\mathcal{P}(E)$ and for any function $f$ with $\|f\|_{\infty} \leq 1$,

$$
\begin{align*}
& \left\|K_{m_{1}}^{n}(f)-K_{m_{2}}^{n}(f)\right\|_{\infty} \\
& \leq 2 \sum_{p+q=n} C_{n}^{q}\|a\|_{\infty}^{p}\|b\|_{\infty}^{q} \beta(K)^{q}\left|m_{1}(\bar{a})^{p} m_{1}(\bar{b})^{q}-m_{2}(\bar{a})^{p} m_{2}(\bar{b})^{q}\right| \tag{33}
\end{align*}
$$

where

$$
\bar{a}=a /\|a\|_{\infty} \quad \text { and } \quad \bar{b}=b /\|b\|_{\infty}
$$

It is now straightforward to check that

$$
\begin{aligned}
\left|m_{1}(\bar{a})^{p}-m_{2}(\bar{a})^{p}\right| & =\left|m_{1}(\bar{a})-m_{2}(\bar{a})\right|\left|\sum_{k=0}^{p-1} m_{1}(\bar{a})^{k} m_{2}(\bar{a})^{(p-1)-k}\right| \\
& \leq 2 p\left\|m_{1}-m_{2}\right\|_{t v}
\end{aligned}
$$

and similarly

$$
\left|m_{1}(\bar{b})^{q}-m_{2}(\bar{b})^{q}\right| \leq 2 q\left\|m_{1}-m_{2}\right\|_{t v}
$$

Using the decomposition

$$
\begin{aligned}
& m_{1}(\bar{a})^{p} m_{1}(\bar{b})^{q}-m_{2}(\bar{a})^{p} m_{2}(\bar{b})^{q} \\
& =\left(m_{1}(\bar{a})^{p}-m_{2}(\bar{a})^{p}\right) m_{1}(\bar{b})^{q}+m_{2}(\bar{a})^{p}\left(m_{1}(\bar{b})^{q}-m_{2}(\bar{b})^{q}\right)
\end{aligned}
$$

the above estimates give

$$
\left|m_{1}(\bar{a})^{p} m_{1}(\bar{b})^{q}-m_{2}(\bar{a})^{p} m_{2}(\bar{b})^{q}\right| \leq 2 n\left\|m_{1}-m_{2}\right\|_{t v}
$$

for each $p+q=n$. From (33) this yields that

$$
\left\|K_{m_{1}}^{n}(f)-K_{m_{2}}^{n}(f)\right\|_{\infty} \leq 4 n \beta_{a, b}(K)^{n}\left\|m_{1}-m_{2}\right\|_{t v}
$$

Finally we notice that for any bounded measurable functions $f_{1}, f_{2}$ such that $\mu\left(f_{1}\right)=0=\mu\left(f_{2}\right)$, and for any $m \in \mathcal{P}(E)$

$$
\begin{aligned}
\left\|K_{m}^{n}\left(f_{1}\right)-K_{m}^{n}\left(f_{2}\right)\right\|_{\infty} & =\left\|K_{m}^{n}\left(\left[f_{1}-f_{2}\right]-\mu\left(\left[f_{1}-f_{2}\right]\right)\right)\right\|_{\infty} \\
& \leq \operatorname{osc}\left(K_{m}^{n}\left(f_{1}-f_{2}\right)\right) \leq \beta\left(K_{m}^{n}\right) \operatorname{osc}\left(f_{1}-f_{2}\right) \\
& \leq 2 \beta_{a, b}(K)^{n}\left\|f_{1}-f_{2}\right\|_{\infty}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\left\|K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{2}\right)\right\|_{\infty} & \leq\left\|K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{1}\right)\right\|_{\infty}+\left\|K_{m_{2}}^{n}\left(f_{1}-f_{2}\right)\right\|_{\infty} \\
& \leq 4 n \beta_{a, b}(K)^{n}\left\|m_{1}-m_{2}\right\|_{t v}+2 \beta_{a, b}(K)^{n}\left\|f_{1}-f_{2}\right\|_{\infty} \\
& \leq 4 n \beta_{a, b}(K)^{n}\left[\left\|m_{1}-m_{2}\right\|_{t v}+\left\|f_{1}-f_{2}\right\|_{\infty}\right]
\end{aligned}
$$

for any $f_{1}, f_{2}$ such that $\mu\left(f_{1}\right)=0=\mu\left(f_{2}\right)$ and $\left\|f_{1}\right\|_{\infty},\left\|f_{2}\right\|_{\infty} \leq 1$. We conclude that (10) is satisfied with $\epsilon(n)=4 n \beta_{a, b}(K)^{n}$.

### 3.2.2 Non-linear $\pi$-mapping

Consider next an abstract class of Markov transitions given by

$$
K_{m}(x, d y)=\theta(m) \delta_{x}(d y)+(1-\theta(m)) \Phi(m)(d y)
$$

where $\theta$ denotes a mapping from $\mathcal{P}(E)$ into $[0,1]$ and $\Phi$ a mapping from $\mathcal{P}(E)$ into itself. Assume that

$$
\sup _{\mathcal{P}(E)} \theta=\|\theta\|_{\infty}<1 \quad \text { and } \quad\left|\theta\left(m_{1}\right)-\theta\left(m_{2}\right)\right| \leq k(\theta)\left\|m_{1}-m_{2}\right\|_{t v}
$$

for some finite constant $k(\theta)<\infty$ and for any $m_{1}, m_{2} \in \mathcal{P}(E)$. Since we have that

$$
K_{m}(f)(x)-K_{m}(f)(y)=\theta(m)(f(x)-f(y))
$$

we readily observe that for any distribution $m$ on $E$

$$
\beta\left(K_{m}\right)=\theta(m) \leq\|\theta\|_{\infty}<1
$$

We also notice that $\pi(m)=\Phi(m)$ and

$$
\Phi \text { satisfies }(\mathbf{H} \Phi) \Longrightarrow K_{m} \text { satisfies }
$$

By induction on the time parameter $n$ it is also easily verified that

$$
K_{m}^{n}(x, d y)=\theta(m)^{n} \delta_{x}(d y)+\left(1-\theta(m)^{n}\right) \Phi(m)
$$

Furthermore if $f_{1}$ and $f_{2}$ are chosen such that $\Phi\left(m_{1}\right)\left(f_{1}\right)=0=\Phi\left(m_{2}\right)\left(f_{2}\right)$ then we have that

$$
\begin{aligned}
K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{2}\right) & =\theta\left(m_{1}\right)^{n} f_{1}-\theta\left(m_{2}\right)^{n} f_{2} \\
& =\theta\left(m_{1}\right)^{n}\left(f_{1}-f_{2}\right)+f_{2}\left(\theta\left(m_{1}\right)^{n}-\theta\left(m_{2}\right)^{n}\right)
\end{aligned}
$$

Under our assumptions we also have

$$
\begin{aligned}
\left|\theta\left(m_{1}\right)^{n}-\theta\left(m_{2}\right)^{n}\right| & \leq n\left(\theta\left(m_{1}\right) \vee \theta\left(m_{2}\right)\right)^{n-1}\left|\theta\left(m_{1}\right)-\theta\left(m_{2}\right)\right| \\
& \leq n\|\theta\|_{\infty}^{n-1}\left|\theta\left(m_{1}\right)-\theta\left(m_{2}\right)\right| \\
& \leq n\|\theta\|_{\infty}^{n-1} k(\theta)\left\|m_{1}-m_{2}\right\|_{t v}
\end{aligned}
$$

from which we conclude that

$$
\begin{aligned}
\left\|K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{2}\right)\right\|_{\infty} & \leq\|\theta\|_{\infty}^{n}\left\|f_{1}-f_{2}\right\|_{\infty}+n\|\theta\|_{\infty}^{n-1} k(\theta)\left\|m_{1}-m_{2}\right\|_{t v} \\
& \leq n\|\theta\|_{\infty}^{n-1}(1 \vee k(\theta))\left[\left\|f_{1}-f_{2}\right\|_{\infty}+\left\|m_{1}-m_{2}\right\|_{t v}\right]
\end{aligned}
$$

for any $f_{1}$ and $f_{2}$ such that $\Phi\left(m_{1}\right)\left(f_{1}\right)=0=\Phi\left(m_{2}\right)\left(f_{2}\right)$ and $\left\|f_{1}\right\|_{\infty},\left\|f_{2}\right\|_{\infty} \leq 1$. This implies that condition (10) is satisfied for any class of uniformly bounded functions $\mathcal{F}$ with $\epsilon(n)=n\|\theta\|_{\infty}^{n-1}(1 \vee k(\theta))$.
To illustrate this class of models we examine two situations. Consider the Markov transitions

$$
K_{m}(x, d y)=\epsilon \delta_{x}(d y)+(1-\epsilon) m K(d y)
$$

where $\epsilon \in[0,1)$ is a fixed parameter and $K$ a given Markov transition on $E$. This model clearly belongs to the previous class with $\theta(m)=\epsilon$ and a linear mapping $\Phi(m)=m K$. Now we return to the genetic type SIMC model (2) but we suppose the mutation transition depend on the measure $m$. More precisely we consider the mapping

$$
\Phi^{\prime}(m)(f)=\frac{m\left(g K_{m}^{\prime}(f)\right)}{m(g)}
$$

with

$$
K_{m}^{\prime}(x, d y)=\theta(m) m(d y)+(1-\theta(m)) K(x, d y)
$$

where $\theta$ denotes a mapping from $\mathcal{P}(E)$ into $[0,1]$. In this situation we can rewrite $\Phi^{\prime}(m)$ in the following form

$$
\Phi^{\prime}(m)=m K_{m}
$$

with

$$
K_{m}(x, d y)=\theta(m) \delta_{x}(d y)+(1-\theta(m)) \Phi(m)(d y)
$$

where $\Phi(m)$ is the distribution defined in (2).

### 3.2.3 Genetic self-interactions

In this final section we discuss two different classes of genetic SIMC models associated to a collection of transitions $K_{m}$. The first one is the genetic algorithm associated to (7). We suppose that the potential function $g$ is chosen such that $g_{\text {min }}>1$ and $K_{m}$ is given by

$$
\begin{equation*}
K_{m}(x, d y)=1 / m(g) K(x, d y)+(1-1 / m(g)) \Phi^{\prime}(m)(d y) \tag{34}
\end{equation*}
$$

with

$$
\Phi^{\prime}(m)(f)=\frac{m\left(g^{\prime} K(f)\right)}{m\left(g^{\prime}\right)} \quad \text { and } \quad g^{\prime}=g-1
$$

Our objective is to find conditions on the pair ( $g, K$ ) underwhich the collection of Markov transitions $K_{m}$ satisfies ( $\mathbf{H} K$ ).

The strategy we are going to present is not restricted to this particular genetic model. Next we suppose the transition $K_{m}$ has the following form

$$
\begin{equation*}
K_{m}(x, d y)=\theta(m) K(x, d y)+(1-\theta(m)) \Phi^{\prime}(m)(d y) \tag{35}
\end{equation*}
$$

where $\theta: \mathcal{P}(E) \rightarrow(0,1)$ is a given measurable mapping such that $\|\theta\|_{\infty}<1$. This condition ensures that

$$
\beta\left(K_{m}\right)=\theta(m) \beta(K) \quad \text { and } \quad \sup _{m} \beta\left(K_{m}\right)=\|\theta\|_{\infty} \beta(K)<1
$$

This clearly implies that the mapping $\pi$ is well defined on $\mathcal{P}(E)$. We also assume that for each $\mu \in \mathcal{P}(E)$ we can find a subset $H^{\theta}(\mu) \subset \operatorname{Bosc}_{1}(E)$ such that

$$
\begin{equation*}
\left|\frac{1}{1-\theta(\mu)}-\frac{1}{1-\theta(\nu)}\right| \leq \sum_{h \in H^{\theta}(\mu)} b_{\mu}(h)|\mu(h)-\nu(h)| \tag{36}
\end{equation*}
$$

for each $\nu \in \mathcal{P}(E)$ with

$$
k(\theta)=\sum_{h \in H^{\theta}(\mu)} b_{\mu}(h) \in(0,1)
$$

We finally suppose that $\Phi^{\prime}: \mathcal{P}(E) \rightarrow \mathcal{P}(E)$ is a given measurable mapping which satisfies $(\mathbf{H} \Phi)$ for the class of function $\mathcal{F}=\operatorname{Bosc}_{1}(E)$. By a simple induction argument on the time parameter we prove the following lemma.

Lemma 3.5 For any $n \geq 1$ and $m \in \mathcal{P}(E)$ we have

$$
K_{m}^{n}=\theta(m)^{n} K^{n}+(1-\theta(m)) \sum_{p=0}^{n-1} \theta(m)^{p} \Phi^{\prime}(m) K^{p}
$$

with the convention $K^{0}(x, d y)=\delta_{x}(d y)$ and $\pi(m)=\Phi^{\prime}(m) R_{m}$ where $R_{m}$ is the $\theta$-geometric resolvent Markov transition associated to $K$ and defined by

$$
R_{m}=(1-\theta(m)) \sum_{n \geq 0} \theta(m)^{n} K^{n}
$$

Then we have the following proposition.

Proposition 3.6 The collection of transitions $K_{m}$ defined in (35) satisfies condition $(\mathbf{H} K)$ for the class of functions $\mathcal{F}=\operatorname{Bosc}_{1}(E)$. For any $(f, \mu) \in$ $(\mathcal{F} \times \mathcal{P}(E))$ we can associate a subset $H(f, \mu) \subset \mathcal{F}$ and a collection of numbers $b_{f, \mu}(h) \in[0,1), h \in H(f, \mu)$, such that (9) is met with

$$
\begin{equation*}
\beta_{\mathcal{F}}(\pi)=2 k(\theta)+\beta_{\mathcal{F}}\left(\Phi^{\prime}\right) /\left(1-\|\theta\|_{\infty} \beta(K)\right) \tag{37}
\end{equation*}
$$

In particular the genetic SIMC model (34) satisfies $(\mathbf{H K})$ for the same class of functions $\mathcal{F}$ and

$$
\beta_{\mathcal{F}}(\pi)=\frac{2 \operatorname{osc}(g)}{\left(g_{\min }-1\right)^{2}}+\beta(K) \frac{g_{\min }\left(2 \operatorname{osc}(g)+\left(g_{\min }-1\right)\right)}{\left(g_{\min }-\beta(K)\right)\left(g_{\min }-1\right)}
$$

and $\beta_{\mathcal{F}}(\pi)<1$ as soon as the pair $(g, K)$ satisfies

$$
\begin{equation*}
\beta(K)<\frac{1}{g_{\min }} \frac{\left(g_{\min }-1\right)^{2}-2 \operatorname{osc}(g)}{\left(g_{\min }-1\right)+2 \operatorname{osc}(g)} \tag{38}
\end{equation*}
$$

Proof: To prove that $\pi$ has the desired regularity properties we use the decomposition

$$
\begin{equation*}
\pi\left(m_{1}\right)-\pi\left(m_{2}\right)=\Phi^{\prime}\left(m_{1}\right)\left(R_{m_{1}}-R_{m_{2}}\right)+\left(\Phi^{\prime}\left(m_{1}\right)-\Phi^{\prime}\left(m_{2}\right)\right) R_{m_{2}} \tag{39}
\end{equation*}
$$

For each $f \in \mathcal{F}$ we have

$$
\begin{aligned}
& \left(\Phi^{\prime}\left(m_{1}\right)-\Phi^{\prime}\left(m_{2}\right)\right) R_{m_{2}}(f) \\
& =\left(1-\theta\left(m_{2}\right)\right) \sum_{n \geq 0} \theta\left(m_{2}\right)^{n}\left(\Phi^{\prime}\left(m_{1}\right)-\Phi^{\prime}\left(m_{2}\right)\right) K^{n}(f) \\
& =\left(1-\theta\left(m_{2}\right)\right) \sum_{n \geq 0} \theta\left(m_{2}\right)^{n} \beta(K)^{n}\left(\Phi^{\prime}\left(m_{1}\right)\left(f_{m_{2}}^{(n)}\right)-\Phi^{\prime}\left(m_{2}\right)\left(f_{m_{2}}^{(n)}\right)\right)
\end{aligned}
$$

with

$$
f_{m_{2}}^{(n)}=\left[K^{n}(f)-\Phi^{\prime}\left(m_{2}\right) K^{n}(f)\right] / \beta(K)^{n} \quad(\in \mathcal{F})
$$

Under our assumptions for each $n \geq 0, f \in \mathcal{F}$ and $m_{2} \in \mathcal{P}(E)$ we can find a subset $H^{(n)}\left(m_{2}, f\right) \subset \mathcal{F}$ and a collection of numbers $b_{m_{2}, f}^{(n)}(h), h \in H^{(n)}\left(m_{2}, f\right)$ such that

$$
\left|\Phi^{\prime}\left(m_{1}\right)\left(f_{m_{2}}^{(n)}\right)-\Phi^{\prime}\left(m_{2}\right)\left(f_{m_{2}}^{(n)}\right)\right| \leq \sum_{h \in H^{(n)}\left(m_{2}, f\right)} b_{m_{2}, f}^{(n)}(h)\left|m_{1}(h)-m_{2}(h)\right|
$$

It follows that

$$
\begin{align*}
& \left.\mid \Phi^{\prime}\left(m_{1}\right)-\Phi^{\prime}\left(m_{2}\right)\right) R_{m_{2}}(f) \mid \\
& \leq \sum_{n \geq 0} \sum_{h \in H^{(n)}\left(m_{2}, f\right)}\left(\|\theta\|_{\infty} \beta(K)\right)^{n} b_{m_{2}, f}^{(n)}(h)\left|m_{1}(h)-m_{2}(h)\right| \tag{40}
\end{align*}
$$

Before we continue we notice that

$$
\sup _{f \in \mathcal{F}, m_{2} \in \mathcal{P}(E)} \sum_{n \geq 0} \sum_{h \in H\left(m_{2}, f\right)}\left(\|\theta\|_{\infty} \beta(K)\right)^{n} b_{m_{2}, f}(h)=\frac{\beta_{\mathcal{F}}\left(\Phi^{\prime}\right)}{1-\|\theta\|_{\infty} \beta(K)}
$$

To treat the first term in (39) we use the formula

$$
\begin{aligned}
& \Phi^{\prime}\left(m_{1}\right)\left(R_{m_{1}}-R_{m_{2}}\right)(f) \\
& =\sum_{n \geq 0}\left[\left(1-\theta\left(m_{1}\right)\right) \theta\left(m_{1}\right)^{n}-\left(1-\theta\left(m_{2}\right)\right) \theta\left(m_{2}\right)^{n}\right] \Phi^{\prime}\left(m_{1}\right) K^{n}(f) \\
& =\sum_{n \geq 0}\left[\left(\theta\left(m_{1}\right)^{n}-\theta\left(m_{2}\right)^{n}\right)+\left(\theta\left(m_{2}\right)^{n+1}-\theta\left(m_{1}\right)^{n+1}\right)\right] \Phi^{\prime}\left(m_{1}\right) K^{n}(f)
\end{aligned}
$$

According to this representation we find that

$$
\left|\Phi^{\prime}\left(m_{1}\right)\left(R_{m_{1}}-R_{m_{2}}\right)(f)\right| \leq \sum_{n \geq 0}\left|\theta\left(m_{1}\right)^{n}-\theta\left(m_{2}\right)^{n}\right|+\sum_{n \geq 0}\left|\theta\left(m_{2}\right)^{n+1}-\theta\left(m_{1}\right)^{n+1}\right|
$$

If we define

$$
\theta_{1}=\theta\left(m_{1}\right) \vee \theta\left(m_{2}\right) \quad \text { and } \quad \theta_{2}=\theta\left(m_{1}\right) \wedge \theta\left(m_{2}\right)
$$

we check that

$$
\begin{aligned}
\left|\Phi^{\prime}\left(m_{1}\right)\left(R_{m_{1}}-R_{m_{2}}\right)(f)\right| & \leq \frac{1}{1-\theta_{1}}-\frac{1}{1-\theta_{2}}+\frac{\theta_{1}}{1-\theta_{1}}-\frac{\theta_{2}}{1-\theta_{2}} \\
& =2\left(\frac{1}{1-\theta_{1}}-\frac{1}{1-\theta_{2}}\right)
\end{aligned}
$$

Under our assumptions this implies that

$$
\begin{equation*}
\left|\Phi^{\prime}\left(m_{1}\right)\left(R_{m_{1}}-R_{m_{2}}\right)(f)\right| \leq 2 \sum_{h \in H^{\theta}\left(m_{2}\right)} b_{m_{2}}(h)\left|m_{1}(h)-m_{2}(h)\right| \tag{41}
\end{equation*}
$$

If we combine (40) and (41) we find that the mapping $\pi$ has the desired regularity. Ne now come to the proof of (10). We start by noting that

$$
\pi(m)(f)=0 \Rightarrow \sum_{p=0}^{n-1} \theta(m)^{p} \Phi^{\prime}(m) K^{p}(f)=-\sum_{p \geq n} \theta(m)^{p} \Phi^{\prime}(m) K^{p}(f)
$$

Let $\left(m_{1}, m_{2}\right) \in(\mathcal{P}(E) \times \mathcal{P}(E))$ and let $\left(f_{1}, f_{2}\right) \in \mathcal{F}$ be a pair of functions such that $\pi\left(m_{1}\right)\left(f_{1}\right)=0=\pi\left(m_{2}\right)\left(f_{2}\right)$. From the above observation we have

$$
\begin{aligned}
& K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{2}\right) \\
& =\theta\left(m_{1}\right)^{n} K^{n}\left(f_{1}\right)-\theta\left(m_{2}\right)^{n} K^{n}\left(f_{2}\right) \\
& +\left(1-\theta\left(m_{2}\right)\right) \sum_{p \geq n} \theta\left(m_{2}\right)^{p} \Phi^{\prime}\left(m_{2}\right) K^{p}\left(f_{2}\right)-\left(1-\theta\left(m_{1}\right)\right) \sum_{p \geq n} \theta\left(m_{1}\right)^{p} \Phi^{\prime}\left(m_{1}\right) K^{p}\left(f_{1}\right)
\end{aligned}
$$

To estimate this difference we introduce the decomposition

$$
K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{2}\right)=I_{1}+I_{2}+I_{3}+I_{4}+I_{5}
$$

with

$$
\begin{aligned}
& I_{1}=\left[\theta\left(m_{1}\right)^{n}-\theta\left(m_{2}\right)^{n}\right] K^{n}\left(f_{1}\right) \\
& I_{2}=\theta\left(m_{2}\right)^{n}\left[K^{n}\left(f_{1}\right)-K^{n}\left(f_{2}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
I_{3} & =\left(1-\theta\left(m_{2}\right)\right) \sum_{p \geq n} \theta\left(m_{2}\right)^{p}\left[\Phi^{\prime}\left(m_{2}\right)-\Phi^{\prime}\left(m_{1}\right)\right] K^{p}\left(f_{2}\right) \\
I_{4} & =\left(1-\theta\left(m_{2}\right)\right) \sum_{p \geq n} \theta\left(m_{2}\right)^{p} \Phi^{\prime}\left(m_{1}\right)\left[K^{p}\left(f_{2}\right)-K^{p}\left(f_{1}\right)\right] \\
I_{5} & =\sum_{p \geq n}\left[\left(1-\theta\left(m_{2}\right)\right) \theta\left(m_{2}\right)^{p}-\left(1-\theta\left(m_{1}\right)\right) \theta\left(m_{1}\right)^{p}\right] \Phi^{\prime}\left(m_{1}\right) K^{p}\left(f_{1}\right)
\end{aligned}
$$

Under our assumptions we have

$$
\begin{aligned}
\left|I_{1}\right| & \leq\left|\theta\left(m_{1}\right)^{n}-\theta\left(m_{2}\right)^{n}\right| \leq n\|\theta\|_{\infty}^{n-1} \sum_{h \in H^{\theta}\left(m_{2}\right)} b_{m_{2}}(h)\left|m_{1}(h)-m_{2}(h)\right| \\
& \leq n\|\theta\|_{\infty}^{n-1} k(\theta)\left\|m_{1}-m_{2}\right\|_{t v}
\end{aligned}
$$

and $\left|I_{2}\right| \leq\|\theta\|_{\infty}^{n}\left\|f_{1}-f_{2}\right\|_{\infty}$. Since the mapping $\Phi^{\prime}$ satisfies $(\mathbf{H} \Phi)$ for the class of functions $f$ such that $\operatorname{osc}(f) \vee\|f\|_{\infty} \leq 1$ we have that

$$
\left\|\Phi^{\prime}\left(m_{1}\right)-\Phi^{\prime}\left(m_{2}\right)\right\|_{t v} \leq c\left\|m_{1}-m_{2}\right\|_{t v}
$$

for some finite constant $c<\infty$. This yields that

$$
\left|I_{3}\right| \leq c\left(1-\theta\left(m_{2}\right)\right) \sum_{p \geq n} \theta\left(m_{2}\right)^{p}\left\|m_{1}-m_{2}\right\|_{t v} \leq c\|\theta\|_{\infty}^{n}\left\|m_{1}-m_{2}\right\|_{t v}
$$

We also notice that

$$
\left|I_{4}\right| \leq \frac{\|\theta\|_{\infty}^{n}}{1-\|\theta\|_{\infty}}\left\|f_{1}-f_{2}\right\|_{\infty}
$$

We now evaluate the term $I_{5}$. For each pair of numbers $a_{1}, a_{2} \in(0,1), a_{1}<a_{2}$, we have

$$
\begin{equation*}
U_{n}(a)=\left|\sum_{p \geq n}\left(1-a_{1}\right) a_{1}^{p}-\sum_{p \geq n}\left(1-a_{2}\right) a_{2}^{p}\right|=\left|a_{1}^{n}-a_{2}^{n}\right| \leq n a_{2}^{n-1}\left(a_{2}-a_{1}\right) \tag{42}
\end{equation*}
$$

Then we note that

$$
a_{2}-a_{1}=\left(1-a_{1}\right)\left(1-a_{2}\right)\left[\frac{1}{1-a_{2}}-\frac{1}{1-a_{1}}\right]
$$

This yields

$$
U_{n}(a) \leq n a_{2}^{n-1}\left[\frac{1}{1-a_{2}}-\frac{1}{1-a_{1}}\right]
$$

and the end of the proof of (42) is clear. Using this estimate and under our assumptions on the mapping $\theta$ we find that

$$
\left|I_{5}\right| \leq 2(n+1) k(\theta)\|\theta\|_{\infty}^{n-1}\left\|m_{1}-m_{2}\right\|_{t v}
$$

The end of the proof of (10) is now a simple combination of the above estimates. Now we examine the genetic type Markov transition (34). If we take $\theta(m)=$ $1 / m(g)$ we clearly have $\|\theta\|_{\infty}=1 / g_{\min }$. Furthermore we notice that

$$
\begin{aligned}
\left|\frac{1}{1-\theta(\mu)}-\frac{1}{1-\theta(\nu)}\right| & =\left|\frac{\mu(g)}{\mu(g-1)}-\frac{\nu(g)}{\nu(g-1)}\right| \\
& =\frac{1}{\mu(g-1) \nu(g-1)}|\mu(g)-\nu(g)| \\
& \leq \frac{\operatorname{osc}(g)}{\left(g_{\min }-1\right)^{2}}\left|\nu\left(\frac{1}{\operatorname{osc}(g)}(g-\mu(g))\right)\right|
\end{aligned}
$$

It follows that (36) is met with

$$
H^{\theta}(\mu)=\left\{\frac{1}{\operatorname{osc}(g)}(g-\mu(g))\right\} \quad \text { and } \quad k(\theta)=\frac{\operatorname{osc}(g)}{\left(g_{\min }-1\right)^{2}}
$$

Note that $2 k(\theta)<1$ as soon as $\|g\|_{\infty} \leq\left(1+g_{\text {min }}^{2}\right) / 2$. From (29) we also notice that $\Phi^{\prime}$ satisfies $(\mathbf{H} \Phi)$ for the class of functions $\mathcal{F}=\operatorname{Bosc}_{1}(E)$

$$
\beta_{\mathcal{F}}\left(\Phi^{\prime}\right)=\frac{\beta(K)}{g_{\min }-1}\left(\operatorname{osc}(g)+\|g-1\|_{\infty}\right)
$$

We also note that $\beta_{\mathcal{F}}\left(\Phi^{\prime}\right)<1$ as soon as

$$
\sup _{x, y} \frac{g(x)-1}{g(y)-1}<\frac{1}{2}\left(\frac{1}{\beta(K)}+1\right)
$$

If follows from (37) that

$$
\beta_{\mathcal{F}}(\pi)=\frac{2 \operatorname{osc}(g)}{\left(g_{\min }-1\right)^{2}}+\beta(K) \frac{g_{\min }\left(\operatorname{osc}(g)+\|g-1\|_{\infty}\right)}{\left(g_{\min }-\beta(K)\right)\left(g_{\min }-1\right)}
$$

Since $\|g-1\|_{\infty}=\operatorname{osc}(g)+\left(g_{\text {min }}-1\right)$ and $\left(g_{\min }-\beta(K)\right) \geq\left(g_{\min }-1\right)$ we obtain

$$
\beta_{\mathcal{F}}(\pi) \leq \frac{1}{\left(g_{\min }-1\right)^{2}}\left[\operatorname{2osc}(g)+\beta(K) g_{\min }\left(\operatorname{2osc}(g)+\left(g_{\min }-1\right)\right)\right]
$$

The right hand side is strictly less than one as soon as

$$
\beta(K)<\frac{1}{g_{\min }}\left[\frac{\left(g_{\min }-1\right)^{2}-2 \operatorname{osc}(g)}{\left(g_{\min }-1\right)+2 \operatorname{osc}(g)}\right]
$$

This completes the proof of the proposition.

We end this section with the genetic type SIMC model (8). We recall that the Markov transitions are defined by

$$
K_{m}(x, d y)=a K(x, d y)+b \Psi(m)(d y) \quad \text { with } \quad \Psi(m)(f)=m(f g) / m(g)
$$

for some $a, b \in[0,1], a+b=1$, a positive fitness function $g$ and a Markov transition $K$.

Proposition 3.7 Suppose the triplet $(a, g, K)$ satisfies the following condition

$$
a \beta(K)<1, \quad g_{\min }=1 \quad \text { and } \quad \operatorname{osc}(g)<\frac{a}{2 b}(1-\beta(K))
$$

For any $m \in \mathcal{P}(E)$ and $n \geq 1$ we have

$$
\begin{align*}
K_{m}^{n} & =a^{n} K^{n}+b \sum_{p=0}^{n-1} a^{p} \Psi(m) K^{p}  \tag{43}\\
\pi(m) & =\Psi(m) K_{a} \quad \text { with } \quad K_{a}=b \sum_{n \geq 0} a^{n} K^{n} \tag{44}
\end{align*}
$$

Furthermore the Markov transitions $K_{m}$ satisfy $(\mathbf{H K})$ with

$$
\mathcal{F}=\operatorname{Bosc}_{1}(E) \quad \text { and } \quad \beta_{\mathcal{F}}(\pi)=(1+2 \operatorname{osc}(g)) \frac{b}{1-\beta(K) a}
$$

Proof: Proceeding inductively on the time parameter we prove (43). Since

$$
K_{m}(f)(x)-K_{m}(f)(y)=a(K(f)(x)-K(f)(y))
$$

we clearly have that

$$
\beta\left(K_{m}\right)=a \beta(K)(<1)
$$

Thus, the mapping $\pi$ is well defined and it is easily checked that it is given by (44). Now we observe that for each $f \in \operatorname{Bosc}_{1}(E)$ and any pair of distributions $\left(m_{1}, m_{2}\right) \in \mathcal{P}(E) \times \mathcal{P}(E)$

$$
\begin{aligned}
\pi\left(m_{1}\right)(f)-\pi\left(m_{2}\right)(f) & =b \sum_{n \geq 0} a^{n}\left[\Psi\left(m_{1}\right) K^{n}(f)-\Psi\left(m_{2}\right) K^{n}(f)\right] \\
& =b \sum_{n \geq 0} a^{n} \frac{1}{m_{1}(g)}\left[m_{1}\left(f_{m_{2}}^{(n)}\right)-m_{2}\left(f_{m_{2}}^{(n)}\right)\right]
\end{aligned}
$$

with

$$
f_{m_{2}}^{(n)}=g K^{n}\left(f-\Psi\left(m_{2}\right) K^{n}(f)\right)
$$

Arguing as in section 3.1 we can check that

$$
\left|f_{m_{2}}^{(n)}(x)-f_{m_{2}}^{(n)}(y)\right| \leq \beta(K)^{n}(1+2 \operatorname{osc}(g)) \operatorname{osc}(f)
$$

and

$$
\left\|f_{m_{2}}^{(n)}\right\|_{\infty} \leq \beta(K)^{n}(1+\operatorname{osc}(g)) \operatorname{osc}(f)
$$

If we write

$$
\bar{f}_{\mu}^{(n)}(x)=\frac{1}{\beta(K)^{n}(1+2 \operatorname{osc}(g))} f_{\mu}^{(n)}(x)
$$

then we conclude that (9) is satisfied with

$$
\begin{aligned}
\mathcal{F} & =\left\{f \in \operatorname{Osc}_{1}(E) ;\|f\|_{\infty} \leq 1\right\} \\
H(f, \mu) & =\left\{\bar{f}_{\mu}^{(n)}, n \geq 0\right\} \\
b_{f, \mu}\left(h_{\mu}^{(n)}\right) & =b(1+2 \operatorname{osc}(g))(a \beta(K))^{n}
\end{aligned}
$$

Summing $b_{f, \mu}\left(h_{\mu}^{(n)}\right)$ from $n=0$ to $\infty$ gives

$$
\beta_{\mathcal{F}}(\pi)=(1+2 \operatorname{osc}(g)) \frac{b}{1-\beta(K) a}(<1)
$$

Let us check (10). First we note that if $\pi(m)(f)=0$ then

$$
b \sum_{p=0}^{n-1} a^{p} \Psi(m) K^{p}(f)=-b \sum_{p \geq n} a^{p} \Psi(m) K^{p}(f)
$$

From this observation and for any pair of functions $f_{1}, f_{2}$ such that

$$
\pi\left(m_{1}\right)\left(f_{1}\right)=0=\pi\left(m_{2}\right)\left(f_{2}\right)
$$

using classical arguments we have that there exists a constant $c \geq 0$ such that

$$
\begin{aligned}
\left\|K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{2}\right)\right\|_{\infty} \leq a^{n} & \|
\end{aligned} K^{n}\left(f_{1}\right)-K^{n}\left(f_{2}\right) \|_{\infty} .
$$

$$
\begin{gathered}
+\sum_{p \geq n} b a^{p}\left|\Psi\left(m_{1}\right) K^{p}\left(f_{2}-f_{1}\right)\right| \\
\leq a^{n}\left\|f_{1}-f_{2}\right\|_{\infty}+c \sum_{p \geq n} b a^{p}\left\|m_{1}-m_{2}\right\|_{t v} \\
+\sum_{p \geq n} b a^{p}\left\|f_{2}-f_{1}\right\|_{\infty}
\end{gathered}
$$

The above estimate implies that

$$
\left\|K_{m_{1}}^{n}\left(f_{1}\right)-K_{m_{2}}^{n}\left(f_{2}\right)\right\|_{\infty} \leq a^{n}(2 \vee c)\left[\left\|f_{2}-f_{1}\right\|_{\infty}+\left\|m_{1}-m_{2}\right\|_{t v}\right]
$$

and (10) clearly holds with $\epsilon(n)=(2 \vee c) a^{n}$.
Remark 3.8: Let $h: E \rightarrow(0, \infty)$ be a potential function such that $h_{\text {min }}>0$ and let $K_{m}^{(h)}$ be the Markov transition defined as above by replacing $g$ by $h$. More precisely $K_{m}^{(h)}$ is given by
$K_{m}^{(h)}(x, d y)=a K(x, d y)+b \Psi^{(h)}(m)(d y) \quad$ with $\quad \Psi^{(h)}(m)(f)=m(f h) / m(h)$
Also denote by $\pi^{(h)}(m)$ the mapping defined as $\pi$ by replacing in (44) $\Psi$ by $\Psi^{(h)}$. Arguing as above we find that $K_{m}^{(h)}$ satisfies (HK) with the same class of function $\mathcal{F}$ and

$$
\beta_{\mathcal{F}}\left(\pi^{(h)}\right)=\frac{b}{h_{\min }} \frac{\left(\operatorname{osc}(h)+\|h\|_{\infty}\right)}{1-\beta(K) a}
$$

Furthermore we have $\beta_{\mathcal{F}}\left(\pi^{(h)}\right)<1$ as soon as

$$
\sup _{x, y} \frac{h(x)}{h(y)}<1+\frac{a}{2 b}(1-\beta(K))
$$

We now consider the SIMC model (1) associated to the mapping

$$
\Phi(m)=\pi(m)=\Psi(m) K_{a}
$$

Observe that the resulting genetic SIMC model coincide with the genetic model (2) with mutation transition $K_{a}$. We also notice that $K_{a}$ is the a-geometric resolvent kernel of the Markov transition $K$ and

$$
\beta\left(K_{a}\right) \leq b /(1-a \beta(K))
$$

Probabilistically $K_{a}$ is the Markov kernel of a chain "sampled" at geometric time points. More precisely the mutation is decomposed in two step. First we select a time parameter $p \in \mathbb{N}$ with probability $b a^{p}$. Then the particle evolves according to the transition $K^{p}$. Roughly speaking for large values of the parameter $a$ this mutation mechanism is more mixing than $K$. More interestingly we can initiate a comparison of the decays to equilibrium of the two genetic SIMC models (2) and (8). We start by noting that the corresponding coefficients $\beta_{\mathcal{F}}(\Phi)$ and $\beta_{\mathcal{F}}(\pi)$ given in (4) and (11) are related by the formula

$$
\frac{\beta_{\mathcal{F}}(\Phi)}{\beta_{\mathcal{F}}(\pi)}=\frac{1}{b} \beta(K)(1-a \beta(K))
$$

When $2 a \leq 1$ the mapping $\beta \in[0,1] \rightarrow u(\beta)=\beta(1-a \beta) / b$ is increasing from $u(0)=0$ to $u(1)=1$ and we always have that $\beta_{\mathcal{F}}(\Phi) \leq \beta_{\mathcal{F}}(\pi)$.

When $2 a>1$ the mapping $u$ increases on $[0,1 /(2 a)]$ from $u(0)=0$ to $u(1 / 2 a)=$ $1 /(4 a b)$ and it decreases on $[1 /(2 a), 1]$ from $u(1 / 2 a)=1 /(4 a b)$ to $u(1)=1$. Noting that $u(b / a)=1$ we also have that

$$
\beta_{\mathcal{F}}(\pi) \leq \beta_{\mathcal{F}}(\Phi) \Longleftrightarrow \beta(K) \geq b / a
$$

It is also a simple exercise to check for instance that if $a b \leq 1 / 7$ then

$$
u(\beta)=7 / 4 \Longleftrightarrow \beta=\frac{7}{12}(1-1 / \sqrt{7}) \quad \text { or } \quad \beta=\frac{7}{12}(1+1 / \sqrt{7})
$$

For instance if we take $a=6 / 7$ and $\beta(K)=7 / 12(1+1 / \sqrt{7})$ then we have that

$$
\beta_{\mathcal{F}}(\Phi)=\frac{7}{4} \beta_{\mathcal{F}}(\pi)
$$

When the fitness function is chosen accordingly we may have that

$$
\beta_{\mathcal{F}}(\pi)=1 / 2<\beta_{\mathcal{F}}(\Phi)=7 / 8
$$

In this situation the decays to equilibrium for the SIMC model (8) and (2) are respectively $n^{1 / 2}$ and $n^{1 / 4}$. In other words if we use more mutations in the SIMC model (8) theorem 1.2 leads to faster convergence.
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