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Global optimization

Problem of the global minimization of a function U : M Ñ R.

Here: M is a compact Riemannian manifold of dimension m ě 1, U
is smooth.

Denote

U B

"

x P M : Upxq “ min
M

U

*

We are happy if we find points close to U .

The simplest generic approach: simulated annealing. More
sophisticated methods are based on interacting particles. When U
has particular features, there are more specific algorithms: gradient
descent or Newton’s method for convex optimisation, moment
method for polynomial optimisation, ...



Simulated annealing

Consider the (time-inhomogeneous) stochastic algorithm

dZ ptq “ ´γt∇UpZ ptqq dt `
?
2 dBptq

where Bptq is a M-valued Brownian motion.

Appropriate inverse temperature schemes γ : R` Ñ R` lead to
convergence in probability toward the global minima: for any
neighborhood N of U ,

lim
tÑ`8

PrZ ptq P N s “ 1

Almost sure convergence does not hold in general.



Fraudulent algorithms

The above algorithms do not require the knowledge of the minimal
value of U.

Fraudulent algorithms: require minM U.

‚ Cheating? Folklore: to know the minimal value of a function is
equivalent to know a global minimum.

‚ Interests:
´ Useful to find other global minima, once one is known.
´ Approximation of the large-time limit behavior of the mean-field
swarm algorithms.
´ Suggests the design of non-fraudulent interacting particles
systems, evaluating on-line the minimal value.



A fraudulent algorithms

Assume that U is a Morse function and that minM U “ 0.

Consider the (time-homogeneous) stochastic algorithm whose
evolution is driven by

dX ptq “ ´β∇UpX ptqq dt `
a

2UpX ptqq dBptq (1)

where a priori β P R.

Well-defined, fraudulent and U is absorbing.

The associated generator is

Lβ B U4 ¨ ´β x∇U,∇¨y
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Eigenvalues

Under the compactness and Morse assumptions, U consists of a
finite set of points, say y1, y2, ..., yN , with N P N. For each
n P JNK B t1, 2, ...,Nu, denote λ1pnq ď λ2pnq ď ¨ ¨ ¨ ď λmpnq the
positive eigenvalues of the Hessian of U at yn. Introduce the
condition

β ą max
nPJNK

ř

iPJmK λi pnq

2λ1pnq
´ 1 (2)



The main result

Theorem 1

Whatever the initial condition X p0q, under (2) the limit
X p8q B limtÑ`8 X ptq exists a.s. and belongs to U . Furthermore,
when m ě 2, if X starts from a point x0 R U , we have for any
y P U ,

Px0rX p8q “ y s ą 0

When m “ 1, denote y1 and y2 the boundary points of the
connected component of MzU containing x0 (when U is a
singleton, we get y1 “ y2). Then we have

Px0rX p8q “ y1s ą 0, Px0rX p8q “ y2s ą 0,
@ y P Uzty1, y2u, Px0rX p8q “ y s “ 0



A converse result

Theorem 2

Assume that

β ă min
nPJNK

ř

iPJmK λi pnq

2λmpnq
´ 1 (3)

Whatever the initial condition X p0q, we have

P
„

lim
tÑ`8

X ptq exists and belongs to U


“ 0



A “critical” consequence

Corollary 3

Assume that for each n P N we have λ1pnq “ λmpnq, then we have

β ą
m

2
´ 1 ñ P

„

lim
tÑ`8

X ptq exists and belongs to U


“ 1

β ă
m

2
´ 1 ñ P

„

lim
tÑ`8

X ptq exists and belongs to U


“ 0

In particular, in dimension 1 (corresponding to the circle), the
critical value is β “ ´1{2.
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The underlying idea
For any given global minimum yn, with n P JNK, we can find a
small radius rn ą 0 such that inside the ball Bpyn, rnq, the evolution
of UpX ptqq is comparable to a time-changed Bessel process with
negative dimension, as soon as

β ą 1`

ř

iPJmK λi pnq

2λ1pnq
(4)

Since a Bessel process with negative dimension a.s. converges to
zero in finite time, with positive probability, X stays in Bpyn, rnq
forever and then converges to yn, if it belongs to an appropriate
neighborhood of yn at some time. Nevertheless, the convergence is
not expected to occur in finite time due to the time-change.

But this leads to a weaker version of Theorem 1: only for

β ą 1` sup
nPJNK

ř

iPJmK λi pnq

2λ1pnq
(5)



Martingales problems

To avoid the geometric considerations under the stochastic
differential equation (1), it is better to resort to the synthetic
martingale problems.

For any smooth function f : M Ñ R, the process
M f B pM f ptqqtě0 defined by

@ t ě 0, M f ptq B f pX ptqq ´ f pX p0qq ´
ż t

0
Lβrf spX psqq ds

is a continuous martingale. Its bracket is given by

@ t ě 0,
A

M f
E

t
“ 2

ż t

0
UpX psqq }∇f pX psqq}2 ds



Time-changes

Consider the time change pτ ft qtPr0,ςq uniquely defined through

@ t P r0, ς f q, 2
ż τ ft

0
UpX psqq }∇f pX psqq}2 ds “ t

where

ς f B 2
ż σf

0
UpX psqq }∇f pX psqq}2 ds

σf B inftt ě 0 : UpX ptqq }∇f pX ptqq}2 “ 0u

Define the process Y f via

pY f ptqqtPr0,ς f q B pf pX pτ ft qqqtPr0,ς f q



Evolution of Y f

We compute:

dY f ptq “
1
2
F f pY f ptqq dt ` dW ptq

where for any x P M such that Upxq }∇f pxq}2 ‰ 0,

F f pxq B
Lβrf spxq

Upxq }∇f pxq}2

“
4f pxq

}∇f pxq}2
´ β

x∇Upxq,∇f pxqy

Upxq }∇f pxq}2



Particular functions f

To improve (5) and end up with (2), consider f “ Ua, with
a P p0, 1s, instead of f “ U.

It appears that

FUa
“

1
a

ˆ

U4U

}∇U}2
` a´ 1´ β

˙

1
Ua

Thus to get a comparison of the process Y Ua
with a Bessel

process, we need to bound the ratio U4U

}∇U}2
. Let us do it in

sufficiently small neighborhoods around the global minima.



Local expansions

Fix a global minimum yn. Consider an exponential system of
coordinates px1, x2, ..., xmq on a neighborhood of yn with
x1pynq “ x2pynq “ ¨ ¨ ¨ “ xmpynq “ 0 and such that the vectors
pBxi qiPJmK forms an orthonormal basis of the tangent space at yn
consisting of eigenvectors of the Hessian of U respectively to the
eigenvalues pλi pnqqiPJmK. For any given ε P p0, 1q, we can further
reduce the neighborhood to a ball Bpyn, rnq, such that for any
x P Bpyn, rnq (identified with its coordinates px1, x2, ..., xmq),

p1´ εq
ÿ

iPJmK

λi pnq ď 4Upxq ď p1` εq
ÿ

iPJmK

λi pnq

p1´ εq
ÿ

iPJmK

λ2
i pnqx

2
i ď }∇U}2 pxq ď p1` εq

ÿ

iPJmK

λ2
i pnqx

2
i

1
2
p1´ εq

ÿ

iPJmK

λi pnqx
2
i ď Upxq ď

1
2
p1` εq

ÿ

iPJmK

λi pnqx
2
i



End of the argument

We deduce an asymptotic comparison, as ε goes to zero, of Y Ua

with a Bessel process of dimension

δa “ 2`
1
a

˜

ř

iPJmK λi pnq

2λ1pnq
´ 1´ β

¸

when Y Ua
is close to yn.

Under (2), whatever n P JNK, the term inside the parenthesis is
negative, thus by choosing a ą 0 sufficiently small, we get a
negative dimension, leading to the wanted result.

Theorem 2 uses reversed bounds and the fact that Bessel processes
of dimension larger than 2 diverge to `8 (without hitting 0 when
they start from a positive value).
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Varying β

In practice (2) may be difficult to check. An alternative to the
appropriate choice of the coefficient β is to let it depend on the
current value of U. Consider ζ : p0,`8q Ñ p0,`8q a smooth
function such that

lim
uÑ0`

ζpuq “ `8 (6)

lim
uÑ0`

?
uζpuq “ 0 (7)

We replace the generator Lβ by

Lζ B U4 ¨ ´ζpUq x∇U,∇¨y (8)

with the convention ζpUpxqq∇Upxq “ 0 for x P U .



Extension of Theorem 1

This generator corresponds to the Itô stochastic differential
equation

dX ptq “ ´ζpUpX ptqq∇UpX ptqq dt `
a

2UpX ptqq dBptq

It can be shown that whatever the initial distribution, there is a
unique strong diffusion X associated to (8) in the sense of
martingale problem.

For this process X , Theorem 1 still holds, without Assumption (2).



More general sets U

The Morse assumption on U can be relaxed (the non-degeneracy of
the Hessians was only used on U).

Typically when U consists of finite number of connected and
disjoint submanifolds, say U1, U2, ..., UN , with non-degenerate
Hessians of U in the orthogonal directions. The simplest case is
when for each n P JNK, orthogonal vector fields on Un corresponding
to the eigenvectors of the orthogonal Hessians can be found.
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A non-linear p.d.e.

Consider the non-linear evolution equation

d

dt
ρt “ divpρtrγt∇U `∇ϕ1pρtqsq (9)

where
ρt is a probability density with respect to the Riemannian
probability ` on M,
pγtqtě0 is an inverse temperature scheme, assumed to be
smooth and to increase to `8 in large times,
ϕ : R` Ñ R` is a strictly convex function satisfying ϕp1q “ 0
and is C2 on p0,`8q.



Gradient descent

At any given time t ě 0, this evolution corresponds to an
instantaneous gradient descent on the Wasserstein space PpMq
with respect to the functional

ρ ÞÑ γt

ż

M
Uρ d``

ż

M
ϕpρq d`

where
the term

ş

M Uρ d` should be seen as an up-lift from M to
PpMq of the mapping U,
the last term is a penalized cost.

As soon as ϕ1p0q “ ´8, there exists a unique associated stationary
density µγt .



Non-linear diffusion

A non-linear diffusion Y B pY ptqqtě0 is associated to (9), whose
evolution is described by

dY ptq “ ´γt∇UpY ptqq `
a

2αpρtpY ptqqq dBptq

where
ρt is the density of the law of Y ptq,
the function α : p0,`8q Ñ R` is given by

@ r ą 0, αprq B
1
r

ż r

0
sϕ2psq ds

pBptqqtě0 is a M-valued Brownian motion.



Particular situations (1)

For any b P R, define the convex function ϕb : R` Ñ R` via

@ r ě 0, ϕbprq B
rb ´ 1´ bpr ´ 1q

bpb ´ 1q

with the conventions that for any r P R`,

ϕ0prq B ´ lnprq ` r ´ 1
ϕ1prq B r lnprq ´ r ` 1

We will also be interested in hybrid versions: for any b1, b2 P R,

@ r ě 0, ϕb1,b2prq B

#

ϕb1prq , if r P p0, 1s,

ϕb2prq , if r P p1,`8q.



Particular situations (2)

With ϕ “ ϕ1, (9) corresponds to the evolution of the
time-marginal distributions of a simulated annealing algorithm.
Then µγ is the Gibbs density associated to the potential U
and the inverse temperature γ.
With ϕ “ ϕb, b ą 1, M “ R and U “ 0, (9) corresponds to
the porous media evolution equation. If we rather take U to
be quadratic, then µγ is a Barrenblatt distribution, which has
a compact support.
With ϕ “ ϕb, b P r0, 1q (respectively b ă 0), M “ R and
U “ 0, (9) corresponds to the fast (respectively, ultra-fast)
diffusion evolution equation.



A convergence result

In [4], we proved the concentration around U of ρt for large time
t ě 0, for ϕ “ ϕb,2 with b P p0, 1{2q and appropriate polynomial
scheme γ, on the circle. The basic ingredient is a new functional
inequality.

The link with the previous fraudulent algorithm, is that
heuristically, Y is expected behaves at large times like the diffusion
X described by (1) with β “ b{p1´ bq.
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