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Wave equations

The classical wave equation on Rd writes

:u “
1
4d

∆u

or equivalently,

9u “ v , 9v “
1
4d

∆u (1)

According to a blog of Tao mentioning Peres, the discrete analog
for a Markov transition kernel P on a graph pV ,E q is:

@ t P Z,
"

upt ` 1q “ Puptq ` vptq
vpt ` 1q “ Pvptq ´ pI ´ P2quptq

where uptq and vptq are functions defined on V and I is the
identity operator.



Link between continuous and discrete settings

Consider the following scaling, with small ε ą 0: on the graph on
εZd endowed with its usual random walk transition kernel Pε

@ t P εZ,
"

uεpt ` εq “ Pεuεptq ` εvεptq
vεpt ` εq “ Pεvεptq ´

1
ε pI ´ P2

ε quεptq

Consider a solution pu, vq to the continuous equation (1) starting
from a continuous and compactly supported initial condition
pup0q, vp0qq. Take for puεp0q, vεp0qq the restriction of pup0q, vp0qq
to εZd . Then for any given pt, xq P R` ˆ Rd , we have

lim
εÑ0`

uεptε, xεq “ upt, xq, lim
εÑ0`

vεptε, xεq “ vpt, xq

where for any ε ą 0, tε P εZ` and xε P εZd are such that
limεÑ0`

tε “ t and limεÑ0`
xε “ x .



“Diffusions” on graphs

Consider the Markov semi-group dynamics on pV ,E ,Pq:

@ t P Z`, upt ` 1q “ Puptq

Renormalise it on
?
εZd through

@ t P εZ`, uεpt ` εq “ P?εruεptqs

then we get the analog of the previous convergence

lim
εÑ0`

uεptε, xεq “ upt, xq

where u is the solution to the heat equation

9u “
1
2d

∆u (2)



Unitary dynamics

In the discrete wave framework, define

@ t P Z`, wptq B
a

I ´ P2uptq

then the wave equation writes as

@ t P Z,
ˆ

wpt ` 1q
vpt ` 1q

˙

“ U

ˆ

wptq
vptq

˙

with the unitary propagator

U B
ˆ

P
?
I ´ P2

´
?
I ´ P2 P

˙

In particular, the following “energy” quantity

}
a

I ´ P2 uptq}2 ` }vptq}2 “ }wptq}2 ` }vptq}2

is conserved through the evolution.



Chebyshev polynomials

For any t P Z`, the t-step propagator Ut writes as

Ut “

ˆ

TtpPq
?
I ´ P2 Ut´1pPq

´
?
I ´ P2 Ut´1pPq TtpPq

˙

where pTtqtPZ`
and pUtqtPZ`

are respectively the families of
Chebyshev polynomials of the first and second kind: for any t P Z`
and θ P R{p2πZq,

Ttpcospθqq “ cosptθq

Utpcospθqq “
sinppt ` 1qθq

sinpθq

The fact that for any t P Z`, Ut is a unitary extension of TtpPq,
also known as “block encoding”, is important in the quantum
computing literature, starting with the seminal work of Szegedy,
who constructed a different unitary extension of a Markov
transition kernel.
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Quantum dynamics

The preceding considerations suggest to define a quantum
dynamics via

@ n P Z`, ϕn B Unrϕ0s

where ϕ0 is a given element of L2pV q ‘ L2pV q. More precisely, we

are interested in the case where ϕ0 B
ˆ

ex0
0

˙

where ex0 is the

indicator function of an initial vertex x0 from V . Then we have

Un

ˆ

ex0
0

˙

“

ˆ

TnpPq ex0
´
?
I ´ P2Un´1pPq ex0

˙

We focus our attention on the evolution of u-coordinate, i.e.
pTnpPq ex0qnPZ`

, and more particularly on the associated measures
pνnqnPZ`

on V given by

@ n P Z`, @ x P V , νnpxq B pTnpPqpx0, xqq
2



On Z (1)

Take for P the usual random walk transition kernel on Z.
Consider Q1 the shift operator on Z: we have

@ x P Z, Q1rex s “ ex`1

where ex is the indicator function of x . We have

P “
Q1 ` Q´1

1
2

and for any n P Z`, Pn corresponds to the (shifted and scaled)
binomial distribution centred at 0 of variance n.



on Z (2)

Taking into account the formula

@ z P Czt0u, Tn

ˆ

z ` z´1

2

˙

“
zn ` z´n

2

we get

TnpPq “ Tn

ˆ

Q1 ` Q´1
1

2

˙

“
Qn

1 ` Q´n1
2

namely

TnpPqp0, xq “
enpxq ` e´npxq

2

showing that

νn “
1
4
pδn ` δ´nq



Lazy on Z (1)
Rather consider the lazy transition kernel PL “ pI ` Pq{2 on Z, the
expansion of TnpPLq is no longer so simple. Instead, we retrieve the
fickle (but still ballistic) behaviour usually associated to the
quantum walk on the line. Here is picture for ν50:

�60 �40 �20 0 20 40 60

0

2

4

6

8
·10�2

�60 �40 �20 0 20 40 60

0

1

2

3

·10�2

Figure 1: (left) Probability measure induced by [Pn
L ]0,· for n = 50, corresponding to an n-step lazy

random walk on the line. (right) Probability measure induced by [Tn(PL)]20,· for n = 50, associated
to an n-step quantum walk on the line. (left and right) Lines drawn continuously for clarity.

To get a handle on the operator Tn(P ), we will use the following expansion of a degree-n bivariate
Chebyshev polynomial into univariate degree-n Chebyshev polynomials:

Tn

✓
X + Y

2

◆
=

X

(p,q)2J0,nK
an,p,qTp(X)Tq(Y ), (13)

for a set of real coe�cients (an,p,q)p,q2J0,nK. Since Tn(P ) = Tn((P1 +P2)/2) is a degree-n polynomial
in the commuting operators P1 and P2, we can use the same expansion to rewrite

Tn

✓
P1 + P2

2

◆
=

X

(p,q)2J0,nK
an,p,qTp(P1)Tq(P2)

=
X

(p,q)2J0,nK
an,p,q

 
Qp

1 + Q�p
1

2

! 
Qq

2 + Q�q
2

2

!
,

where we reused the fact (Eq. (12)) that Tp(P1) = (Qp
1 + Q�p

1 )/2. Now notice that

[Tn(P )](0,0),(p,q) = an,|p|,|q|/2k(|p|,|q|),

where k(|p|, |q|) 2 {0, 1, 2} denotes the number of nonzero entries among |p|, |q|. We can hence lower
bound the probability for a quantum walk, starting from the origin (0, 0), to reach a vertex (p, q)
by ���[Tn(P )](0,0),(p,q)

���
2

= a2
n,|p|,|q|/22k(|p|,|q|) � a2

n,|p|,|q|/16 (14)

(since k(p, q)  2). These coe�cients are fully determined by the Chebyshev expansion in (13),
and so the problem reduces to bounding these coe�cients. More specifically, we will consider the
induced measure µn on [�1, 1]2 given by

µn B

P
p,q a2

n,|p|,|q|�(p/n,q/n)P
p,q a2

n,|p|,|q|

where �(p/n,q/n) is the Dirac mass at (p/n, q/n) 2 [0, 1]2. As our main contribution, we prove a weak
limit theorem on µn.
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Lazy on Z (2)

To be compared with the picture for P50
L p0, ¨q illustrating the

diffusive behaviour of the usual random walk:
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Figure 1: (left) Probability measure induced by [Pn
L ]0,· for n = 50, corresponding to an n-step lazy

random walk on the line. (right) Probability measure induced by [Tn(PL)]20,· for n = 50, associated
to an n-step quantum walk on the line. (left and right) Lines drawn continuously for clarity.

To get a handle on the operator Tn(P ), we will use the following expansion of a degree-n bivariate
Chebyshev polynomial into univariate degree-n Chebyshev polynomials:

Tn

✓
X + Y

2

◆
=

X

(p,q)2J0,nK
an,p,qTp(X)Tq(Y ), (13)

for a set of real coe�cients (an,p,q)p,q2J0,nK. Since Tn(P ) = Tn((P1 +P2)/2) is a degree-n polynomial
in the commuting operators P1 and P2, we can use the same expansion to rewrite

Tn

✓
P1 + P2

2

◆
=

X

(p,q)2J0,nK
an,p,qTp(P1)Tq(P2)

=
X

(p,q)2J0,nK
an,p,q

 
Qp

1 + Q�p
1

2

! 
Qq

2 + Q�q
2

2

!
,

where we reused the fact (Eq. (12)) that Tp(P1) = (Qp
1 + Q�p

1 )/2. Now notice that

[Tn(P )](0,0),(p,q) = an,|p|,|q|/2k(|p|,|q|),

where k(|p|, |q|) 2 {0, 1, 2} denotes the number of nonzero entries among |p|, |q|. We can hence lower
bound the probability for a quantum walk, starting from the origin (0, 0), to reach a vertex (p, q)
by ���[Tn(P )](0,0),(p,q)

���
2

= a2
n,|p|,|q|/22k(|p|,|q|) � a2

n,|p|,|q|/16 (14)

(since k(p, q)  2). These coe�cients are fully determined by the Chebyshev expansion in (13),
and so the problem reduces to bounding these coe�cients. More specifically, we will consider the
induced measure µn on [�1, 1]2 given by

µn B

P
p,q a2

n,|p|,|q|�(p/n,q/n)P
p,q a2

n,|p|,|q|

where �(p/n,q/n) is the Dirac mass at (p/n, q/n) 2 [0, 1]2. As our main contribution, we prove a weak
limit theorem on µn.

7
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On Z2 (1)

On the 2-dimensional lattice consider the commuting operators Q1
and Q2 described by Q1epx ,yq “ epx`1,yq and Q2epx ,yq “ epx ,y`1q for
any px , yq P Z2. Set P1 “ pQ1 ` Q´1

1 q{2 and P2 “ pQ2 ` Q´1
2 q{2,

we are interested in the usual random walk transition kernel

P B
P1 ` P2

2

Introduce the expansion in two commuting variables X ,Y :

Tn

ˆ

X ` Y

2

˙

C
ÿ

pp,qqPJ0,nK
an,p,qTppX qTqpY q

for a set of real coefficients pan,p,qqp,qPJ0,nK.



On Z2 (2)

Since P1 and P2 are commuting, we deduce:

Tn

ˆ

P1 ` P2

2

˙

“
ÿ

pp,qqPJ0,nK
an,p,qTppP1qTqpP2q

“
ÿ

pp,qqPJ0,nK
an,p,q

˜

Qp
1 ` Q´p1

2

¸˜

Qq
2 ` Q´q2

2

¸

and we get:

@ pp, qq P Z2, pTnpPqpp0, 0q, pp, qqqq2 “ a2
n,|p|,|q|{2

2kp|p|,|q|q

where kp|p|, |q|q P t0, 1, 2u denotes the number of nonzero entries
among |p|, |q|. We will see that the points of the form p0, qq and
pp, qq do not play an important role.



Weak convergence

Introduce the probability measure µn on r´1, 1s2 given by

µn B

ř

p,q a
2
n,|p|,|q|δpp{n,q{nq

ř

p,q a
2
n,|p|,|q|

where δpp{n,q{nq is the Dirac mass at pp{n, q{nq P r0, 1s2.
Our main result is:

Theorem 1

There exists a continuous probability measure µ on r´1, 1s2 such
that µn ÑnÑ8 µ.

The measure µ will be described through its moments.



Ballistic picture

The ballistic feature of the above theorem is illustrated by the
following picture of ν50:
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Figure 2: (left) Probability measure induced by [Pn]0,· for n = 50, corresponding to an n-step
random walk on the lattice. (right) Probability measure induced by [Tn(P )]20,· for n = 50, associated
to an n-step quantum walk on the lattice.

Theorem 1. There exists a continuous measure µ on [�1, 1]2 such that µn ! µ.

As the most important consequence of this weak limit, it proves that the quantum walk spreads
ballistically on the lattice – after n steps, the expected distance from the origin is ⌦(n). Using very
di↵erent machinery, similar conclusions were found in earlier work [?, ?].

5 Proof of weak convergence on the lattice

Our goal is to investigate the weak convergence for n large of µn toward a law µ on [0, 1]2. To do
so, it will be more convenient to consider the measure on [0, 1]2 given by

�n B
X

p,q2J0,nK
a2

n,p,q�(p/n,q/n)

We will show there exists a probability measure � 6= 0 on [0, 1]2 such that for large n, �n weakly
converges toward �. Since for any n 2 Z+,

µn =
�n

�n([0, 1]2)

we deduce the weak convergence of µn toward µ B �/�([0, 1]2) = �.
The method will consist in showing the convergence of the (bivariate) even moments of �n toward

those of �. More precisely, for any K, L 2 Z+, consider the polynomial function

'K,L : [0, 1]2 3 (x, y) 7! x2Ky2L

We are to find a measure � 6= 0 on [0, 1]2 such that for any K, L 2 Z+,

lim
n!1

�n['K,L] = �['K,L]

Taking into account the Stone-Weierstrass theorem (applied on the compact set [0, 1]2 with
respect to the algebra generated by the 'K,L, for K, L 2 Z+), this convergence is su�cient to
deduce the weak convergence of �n toward �.

The proof is split in three main parts corresponding to the following subsections.

8



Diffusive picture
To be compared with the picture for P50p0, ¨q illustrating the
diffusive behaviour of the usual random walk:
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Figure 2: (left) Probability measure induced by [Pn]0,· for n = 50, corresponding to an n-step
random walk on the lattice. (right) Probability measure induced by [Tn(P )]20,· for n = 50, associated
to an n-step quantum walk on the lattice.

Theorem 1. There exists a continuous measure µ on [�1, 1]2 such that µn ! µ.

As the most important consequence of this weak limit, it proves that the quantum walk spreads
ballistically on the lattice – after n steps, the expected distance from the origin is ⌦(n). Using very
di↵erent machinery, similar conclusions were found in earlier work [?, ?].

5 Proof of weak convergence on the lattice

Our goal is to investigate the weak convergence for n large of µn toward a law µ on [0, 1]2. To do
so, it will be more convenient to consider the measure on [0, 1]2 given by

�n B
X

p,q2J0,nK
a2

n,p,q�(p/n,q/n)

We will show there exists a probability measure � 6= 0 on [0, 1]2 such that for large n, �n weakly
converges toward �. Since for any n 2 Z+,

µn =
�n

�n([0, 1]2)

we deduce the weak convergence of µn toward µ B �/�([0, 1]2) = �.
The method will consist in showing the convergence of the (bivariate) even moments of �n toward

those of �. More precisely, for any K, L 2 Z+, consider the polynomial function

'K,L : [0, 1]2 3 (x, y) 7! x2Ky2L

We are to find a measure � 6= 0 on [0, 1]2 such that for any K, L 2 Z+,

lim
n!1

�n['K,L] = �['K,L]

Taking into account the Stone-Weierstrass theorem (applied on the compact set [0, 1]2 with
respect to the algebra generated by the 'K,L, for K, L 2 Z+), this convergence is su�cient to
deduce the weak convergence of �n toward �.

The proof is split in three main parts corresponding to the following subsections.

8
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Moments

Remove the normalisation and consider

γn B
ÿ

p,qPJ0,nK
a2
n,p,qδpp{n,q{nq

so that µn “ γn
γnpr0,1s2q

.
We will find a continuous probability measure γ on r0, 1s2 such that

@ K , L P Z`, lim
nÑ8

γnrϕK ,Ls “ γrϕK ,Ls

where

ϕK ,L : r0, 1s2 Q px , yq ÞÑ x2Ky2L

The Stone-Weierstrass theorem implies the weak convergence of γn
toward γ and by consequence Theorem 1 with µ “ γ.



Moments as an integral

Introduce the function h given for any x , y P r0, 2πs by

hpx , yq B Tn

ˆ

cospxq ` cospyq
2

˙

“
ÿ

p,qPJ0,nK
an,p,q cosppxq cospqyq

We have the following approximation

Proposition 1

lim
nÑ8

ˇ

ˇ

ˇ

ˇ

ˇ

γnrϕK ,Ls ´
1

π2n2pK`Lq

ż

r0,2πs2

´

BKx B
L
yhpx , yq

¯2
dxdy

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0



Arguments for Proposition 1 (1)

In one hand, compute the partial derivative in the integral:

BKx B
L
yhpx , yq “

ÿ

p,qPJ0,nK
an,p,qp

KqLξK ppxqξLpqyq

where ξr pzq denotes the r -th derivative cosprqpzq, and on the other
hand, use the orthogonality relations: for any p, p1 P Z`,

1
2π

ż 2π

0
ξr ppxqξr pp

1xq dx “

$

&

%

1 , if p “ p1 “ 0 and r ” 0r2s
1{2 , if p “ p1 ě 1
0 , otherwise

We get the equality

1
π2n2pK`Lq

ż

´

BKx B
L
yhpx , yq

¯2
dxdy “ γnrϕK ,LwK pn ¨q b wLpn ¨qs



Arguments for Proposition 1 (2)

where

@ k P Z`, @ r P Z`, wkprq B

$

&

%

2 , if k is even and r “ 0
0 , if k is odd and r “ 0
1 , otherwise

So to prove Proposition 1 it is sufficient to show that

lim
nÑ8

ÿ

pPZ`

a2
n,p,0 “ 0

This convergence also shows that the behaviours of µn and νn are
the same for large n.



Arguments for Proposition 1 (3)

The access to the previous quantity is provided by expansion of

4
π

ż

˜

1
2π

ż

r0,2πs
Tn

ˆ

cospxq ` cospyq
2

˙

dy

¸2

dx

“ a2
n,0,0 `

ÿ

pPJ0,nK
a2
n,p,0

The integral inside the square for fixed x can be transformed by the
change of variable cospzq “ pcospxq ` cospyqq{2. Next an
application of the Riemann-Lebesgue theorem implies that this
integral converges to zero for large n. The desired result follows by
dominated convergence theorem.



Removing the boundary region

For ε P p0, 1q, consider

Aε B
"

px , yq P r0, 2πs2 :

ˇ

ˇ

ˇ

ˇ

cospxq ` cospyq
2

ˇ

ˇ

ˇ

ˇ

ď 1´ ε
*

Bε B r0, 2πs2zAε

We have

Lemma 2

lim
εÑ0`

lim
nÑ8

ˇ

ˇ

ˇ

ˇ

γnrϕK ,Ls ´
1

π2n2pK`Lq

ż

Aε

´

BKx B
L
yhpx , yq

¯2
dxdy

ˇ

ˇ

ˇ

ˇ

“ 0

It amounts to show that

lim
εÑ0`

sup
ně1

1
n2pK`Lq

ż

Bε

¨

˝

ÿ

p,qPJ0,nK
an,p,qp

KqLξK ppxqξLpqyq

˛

‚

2

dxdy “ 0



Arguments for Lemma 2

The proof is based on an approximative orthogonality relations:
ż η

´η
ξK ppxqξK pp

1xq dx “
sinppp ` p1qηq

p ` p1
´

sinppp ´ p1qηq

p ´ p1

where η P p0, πq corresponds to the boundary of Bε and is given by
cospηq “ 1´ 2ε. Cauchy-Schwartz inequality implies that the
integral at the end of the previous slide is bounded above by

ÿ

p,q

a2
n,p,q

˜

η2 ` 2
ÿ

rPN

ˆ

sinprηq
r

˙2
¸2

The desired convergence is a consequence of
ř

p,q a
2
n,p,q ď 4

(consequence of Proposition 1 with K “ L “ 0) and

lim
ηÑ0`

ÿ

rPN

ˆ

sinprηq
r

˙2

“ 0



Simplifying the integral (1)

Applying twice Fa di Bruno’s formula we can rewrite BKx B
L
yhpx , yq as

ÿ

m1`2m2`¨¨¨`KmK “K

n1`2n2`¨¨¨`LnL“L

K !

m1!m2! ¨ ¨ ¨mK !

L!

n1!n2! ¨ ¨ ¨ nL!

T
p
ř

m``
ř

n`q
n

ˆ

cospxq ` cospyq
2

˙

ź

kPJKK

ˆ

ξkpxq

2k!

˙mk
ź

lPJLK

ˆ

ξlpyq

2l!

˙nl

For px , yq P Aε with fixed ε P p0, 1q, it appears the dominant term in
the above sum corresponds to m1 “ K and n1 “ L. So introducing

IK ,Lpε, nq B
1

π2n2pK`Lq

ż

Aε

´

T
pK`Lq
n

ˆ

cospxq ` cospyq
2

˙

ˆ

´ sinpxq
2

˙K ˆ

´ sinpyq
2

˙L
¯2

dxdy



Simplifying the integral (2)

we get

lim
nÑ8

1
π2n2pK`Lq

ż

Aε

´

BKx B
L
yhpx , yq

¯2
dxdy ´ IK ,Lpε, nq “ 0

Introduce θpx , yq the unique solution in r0, πs of

cospθpx , yqq “
cospxq ` cospyq

2

and define

JK ,Lpε, nq B
1

π222pK`Lq

ż

Aε

ξ2K`Lpnθpx , yqq

ˆ

sinpxq
sinpθpx , yqq

˙2K

ˆ

sinpyq
sinpθpx , yqq

˙2L

dxdy



Simplifying the integral (3)

Applying Fa di Bruno’s formula to the derivative BK`Lθ Tnpcospθqq
and keeping the dominant term, we get

lim
εÑ0`

lim sup
nÑ8

|IK ,Lpε, nq ´ JK ,Lpε, nq| “ 0

so that

lim
εÑ0`

lim
nÑ8

|γnrϕK ,Ls ´ JK ,Lpε, nq| “ 0

Finally using symmetry, the change of variables
r0, πs2 Q px , yq ÞÑ px , θpx , yqq and the Riemann-Lebesgue theorem
give us:

lim
εÑ0`

lim sup
nÑ8

JK ,Lpε, nq

“
1
π2

ż

r0,πs2

ˆ

sinpxq
sinpθpx , yqq

˙2K ˆ

sinpyq
sinpθpx , yqq

˙2L

dxdy



The limiting probability measure

From the last limit, we deduce the weak convergence for large n of
the γn toward the probability measure γ which is the image of the
measure 1

π2 dxdy on r0, πs2 by the mapping

Ψ : r0, πs2 Q px , yq ÞÑ

ˆ

sinpxq
sinpθpx , yqq

,
sinpyq

sinpθpx , yqq

˙

(3)

In particular it appears that γ is a probability measure, so that
µ “ γ, as announced previously.
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