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1 Introduction
The goal of the paper is to give a representation of a measurable function u : r0, 1s Ñ r0, 1s in terms
of random Borelian subsets. The problem is of those that Patrick Cattiaux likes: simplissime to state
and natural, but whose investigation requires some care and which leads to open extensions. It is
motivated by a question in optimal control theory.

More precisely, let E be the set of Borelian subsets from r0, 1s, and P the set of probability measures
on r0, 1s. We endow E with the sigma-field E generated by the mappings

E Q A ÞÑ µpAq P r0, 1s

for all µ P P (of course we would end up with the same E, should we replace P by the set of signed
measures on r0, 1s).

Formally, a subset-valued random variable is a measurable mapping from the underlying prob-
ability space pΩ,F ,Pq to pE ,Eq. Such a mapping E is said to be regular when

tpt, ωq P r0, 1s ˆ Ω : t P Epωqu P E b E

The subset-valued random variable is said to be equimeasured, if there exists c P r0, 1s such that

@ ω P Ω, `pEpωqq “ c (1)

where ` stands for the restriction of the Lebesgue measure on r0, 1s. The constant c is then said to be
the equimeasure of E.

We say that the subset-valued random variable E is a random subset representation of the
measurable mapping u : r0, 1s Ñ r0, 1s when

@ t P r0, 1s, Prt P Es “ uptq (2)

In the sequel, the term representation will stand for random subset representation.
The main objective of this paper is to show the following result.

Theorem 1 Any measurable mapping u : r0, 1s Ñ r0, 1s can be represented by a regular equimeasured
subset-valued random variable. The equimeasure of the latter is necessarily given by

ş

r0,1s u d`.

The last assertion is an immediate consequence of Fubini’s theorem and is the reason for the
regularity requirement. Indeed, let c be the equimeasure of a regular equimeasured subset-valued
random variable E solving the representation problem for the measurable mapping u. Integrating (2),
we get

ż

u d` “

ż

E
“

1ttPEu
‰

`pdtq

“ E
„
ż

1ttPEu `pdtq



“ Er`pEqs
“ c

In view of the above considerations, it is natural to wonder if Theorem 1 is still true if the state
space r0, 1s where u is defined is replaced by the hypercube r0, 1sd endowed with the restriction of
the multidimensional Lebesgue measure, for integer dimensions d ě 2, and more generally on any
probability space.

The plan of the paper is as follows. In the next section we deal successively with the cases where
u is constant, u takes at most one non-zero value and u takes a countable set of values. Based on the
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existence of these representations, in Section 3 we first deduce a weak version of Theorem 1 for general
functions u, but where (2) is only satisfied almost everywhere in t P r0, 1s, before extending to its above
statement, with (2) true everywhere. To illustrate the fact that the representation is not unique, even
in law, in Section 4 we give alternative constructions. In particular we will look for connected-subset
random variables and bring to the fore a link with the absolute continuity of u. In the last section, we
present an optimal control motivation, consisting in the existence of bang-bang controllers, that the
above representations enable to solve.

Acknowledgments:
The author has the pleasure to thank Fabien Gensbittel and Stéphane Villeneuve for inspiring discus-
sions on the subject.

2 The function u takes at most a countable set of values
So here we deal with the case where u “

ř

kPN ak1Ak
with given sequences pakqkPN of numbers from

r0, 1s and pAkqkPN of disjoints Borelian subsets from E .

Instead of the state space r0, 1s, from now on, we will only work with r0, 1q, identified with the
quotient space R{Z. Note that we can deduce Theorem 1 from the same statement but for measurable
mappings u : r0, 1q Ñ r0, 1s. Indeed, let ū : r0, 1s Ñ r0, 1s be a measurable mapping and consider u
its restriction to r0, 1q. Let E be a regular equimeasured subset-valued random variable representing
u on r0, 1q (now with respect to the Lebesgue probability on R{Z, that will still be denoted `). Let B
be a Bernoulli random variable of parameter ūp1q, defined on the same underlying probability space
as E (or on an enlargement of it, if it happened to be too small, note we don’t specify any dependence
relation between E and B). Define

Ē B

"

E \ t1u , if B “ 1
E , if B “ 0

It is immediate to check that Ē is a regular equimeasured subset-valued random variable repre-
senting ū on r0, 1s.

2.1 The function u is constant
We start with the elementary situation where u is constant, namely u “ a1A, with A “ r0, 1q the
whole state space and a “ c B

ş

R{Z u d`.
Let π be the canonical projection of R onto R{Z. Let X be a random variable uniformly distributed

on r0, 1q and consider E the regular subset-valued random variable defined by

E B πprX,X ` cqq

which has equimeasure c, since c ď 1.
Note that the law of E is invariant by shifts in R{Z. It follows that the quantity Prt P Es does not

depend on t P R{Z, and the Fubini argument given after Theorem 1 shows that

@ t P R{Z, Prt P Es “ c

“ uptq

(this is also a consequence of the more general Lemma 4 in Section 4).
This ends the proof that Theorem 1 and its variant on R{Z are satisfied by constant functions.
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2.2 The function u takes at most one non-zero value
Let us now consider the case u “ a1A with a P r0, 1s and A a Borelian subset of R{Z.

Denote by µ the measure admitting the density 1A with respect to the Lebesgue measure ` and
consider its repartition function

ϕ : r0, 1q Q x ÞÑ

ż

r0,xs
1Apsq `pdsq P r0, `pAqs

It is well-known that the image of µ by ϕ is the Lebesgue measure on r0, `pAqs, let us call it ν.
Using scaling properties and the above existence of representation of constant functions (further-

more taking into account the observation made before Subsection 2.1), there exists a regular equimea-
sured subset-valued random variable rE representing the constant a on r0, `pAqs. The equimeasure of
rE is then a`pAq.

Consider the regular subset-valued random variable E defined by

E B AX ϕ´1p rEq

We compute that

`pEq “ µpϕ´1p rEqq

“ νp rEq

“ a`pAq

“

ż

R{Z
a1A d`

namely E has equimeasure `rus as desired.
Furthermore we get for any t P r0, 1q,

Prt P Es “ 1AptqPrt P ϕ´1p rEqs
“ 1AptqPrϕptq P rEs

“ a1Aptq

“ uptq

Thus Theorem 1 holds for functions taking at most one non-zero value.

2.3 The function u takes at most a countable set of values
We now come to the case where u “

ř

kPN ak1Ak
, with given sequences pakqkPN of numbers from r0, 1s

and pAkqkPN of disjoints Borelian subsets from E .
From the previous subsection, for any k P N, we can find a regular equimeasured subset-valued

random variable Ek representing ak1Ak
on r0, 1q, with furthermore Ek Ă Ak. Denote pΩk,Fk,Pkq the

underlying probability space.
Consider the product space

pΩ,F ,Pq B
ź

kPN
pΩk,Fk,Pkq

and for any ω “ pωkqkPN P Ω, define

Epωq B
ğ

kPN
Ekpωkq

which is easily seen to be a regular subset-valued random variable.
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Since the Ek, for k P N, are disjoint, we compute

`pEq “
ÿ

kPN
`pEkq

“
ÿ

kPN
ak`pAkq

“ `rus

so that E is equimeasured with equimeasure `rus as wanted.
Furthermore we have for any t P r0, 1q,

Prt P Es “
ÿ

kPEk

Prt P Eks

“
ÿ

kPEk

Pkrt P Eks

“
ÿ

kPEk

ak1Ak
ptq

“ uptq

Thus Theorem 1 holds for functions taking at most a countable set of values.

3 The general case
Theorem 1 is proven here in three steps, corresponding to the next subsections. First we write the
function u as the sum of its “discrete” and “continuous” parts, which are related to the associated
decomposition of the image of ` by u. Next we deal with the continuous component, since the discrete
component has been treated in the previous section. But it only gives us the almost-everywhere version
of Theorem 1. The final step consists in passing from almost-everywhere to everywhere.

3.1 Decomposition into discrete and continuous parts
Let R be the set of values r P r0, 1s such that `pu “ rq ą 0. This set is at most countable. Define

D B tx P r0, 1q : upxq P Ru

C B r0, 1qzD

The discrete and continuous parts are simply given by

uD B u1D

uC B u1C

and we have

u “ uD ` uC

From Subsection 2.3, we get the existence of a regular equimeasured subset-valued random variable
ED representing uD on r0, 1q, with ED Ă D and even ED Ă tx P r0, 1q : upxq P Rzt0uu. The
corresponding equimeasure is `ruDs. Denote pΩD,FD,PDq the underlying probability space.

If we had a regular equimeasured subset-valued random variable EC representing uC on C, we
could deduce a regular equimeasured subset-valued random variable E representing u on r0, 1q as in
Subsection 2.3: denote pΩC ,FC ,PCq the underlying probability space of EC , we take

pΩ,F ,Pq B pΩD,FD,PDq b pΩC ,FC ,PCq
E “ ED

ğ

EC
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Since ED and EC are disjoint, there is no difficulty in checking that the subset-valued random
variable E has equimeasure `ruD ` uCs “ `rus and that it represents u.

The goal of the two next subsections is to construct EC .

Remark 2 As in Subsection 2.2, we could try to reduce this quest of EC to functions u without
discrete part. Consider µC the measure admitting 1C as density with respect to `, as well as the
corresponding repartition function ϕC : r0, 1q Ñ r0, `pCqs. Let ψC be the pseudo-inverse of ϕC :

@ y P r0, `pCqs, ψCpyq B inftx P r0, 1q : ϕCpxq “ yu

(with the convention that ψCp`pCqq “ 1 if the r.h.s. is empty for y “ `pCq).
The function ϕC ˝ψC is the identity mapping, at least on r0, `pCqq. But in general ψC ˝ϕC does not

coincide everywhere with the identity mapping on C. Thus even if we knew how to find a equimeasured
subset-valued random variable rEC representing u ˝ ψD on r0, `pCqq, the equimeasured subset-valued
random variable given by

E B C X ϕ´1C p
rECq

may not represent uC , since for t P r0, 1q,

Prt P Es “ 1CptqPrϕCptq P rECs

“ upψC ˝ ϕCptqq

This is the technical reason why in the next two subsections we will work directly on r0, 1q, without
using a transfer through the repartition function. ˝

3.2 The almost-everywhere version
Assume that uC is not a.s. 0, since in this case the almost-everywhere version of Theorem 1 follows at
once.

Our purpose here is to construct a sequence panqnPN of positive numbers satisfying
ř

nPN an “ 1
and a sequence of Borelian subsets pAnqnPN included into C such that a.s.

u “
ÿ

nPN
un

with

@ n P N, un B an1An

The construction is based on an iteration. So let us start with a1 and A1.
Define

cC B

ż

uC d`

and note that cC P p0, `pCqq.
We consider for a1 the unique element of p0, 1q such that

`puC ě a1q “ cC

and

A1 B tx P C : uCpxq ě a1u
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Note that v1 B u ´ u1, with u1 “ a11A1 , is a measurable function taking its values in r0, 1s and
satisfying that for any r P r0, 1s,

`ptx P C : v1pxq “ ruq “ 0

Assume that a1, ..., an and A1, ..., An have been constructed, so that

vn B uC ´ u1 ´ u2 ´ ¨ ¨ ¨ ´ un

is a measurable function taking its values in r0, 1s and satisfying that for any r P r0, 1s,

`ptx P C : vnpxq “ ruq “ 0

In particular, there exists a unique element an`1 of p0, 1q such that

`pvn ě an`1q “ cC (3)

and we take

An`1 B tx P C : vnpxq ě an`1u

un`1 B an`11An`1

Note that the measurable function vn`1 B u ´ u1 ´ u2 ´ ¨ ¨ ¨ ´ un`1 takes its values in r0, 1s and
satisfies that for any r P r0, 1s,

`ptx P C : vn`2pxq “ ruq “ 0

so that the iteration condition is valid.
By construction, the sequence of functions pvnqnPZ`

, with v0 “ uC , is non-increasing and non-
negative. In view of (3), which is valid for all n P Z`, we deduce that the sequence panqnPN is
non-increasing. In addition, we can define the function v given on C by

@ x P A, vpxq B lim
nÑ8

vnpxq

The important observation about this function is:

Lemma 3 The function v vanishes a.s. on C.

Proof
We use an argument by contradiction. So assume that there exists ε ą 0 such that

`pv ě εq ą 0

We can then find a subset B of tv ě εu such that furthermore `pBq P p0, cCq, e.g. we can find such
a set of the form tv ě ε, u ě au for an appropriate choice of the value a P p0, 1q.

Since for any n P Z`, we have vn ě v, we get from (3) that an`1 ě ε and that B Ă An`1. The
bound

uCpxq ě u1pxq ` u2pxq ` ¨ ¨ ¨ ` unpxq

then implies that for x P B, 1 ě uCpxq ě εn and we get a contradiction by letting n go to infinity. �

It follows that a.s.,

uC “
ÿ

nPN
un
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and by integration

`ruCs “
ÿ

nPN
`runs

Since `ruCs “ cC and that for any n P N, we have `runs “ an`pAnq “ ancC , we deduce
ÿ

nPN
an “ 1

Consider then the subset-valued random variable pEC taking the value An with probability an. It
is equimeasured with equimeasure cC . Furthermore for any t P C, we have

Prt P pECs “
ÿ

nPN
an1Anptq

“
ÿ

nPN
an1vnptqěan

“
ÿ

nPN
pvn´1ptq ´ vnptqq1vnptqěan

“
ÿ

nPN
vn´1ptq ´ vnptq

“ v0ptq ´ vptq

“ uptq

where in the fourth equality we used that if vnptq ă an, then vnptq “ vn`1ptq and where the last
equality holds a.s. in t P C.

It follows that the subset-valued random variable pEC is a.s. representing the function uC on C.
The arguments given in Subsection 3.1 then show that Theorem 1 holds a.s., in the sense that (2) is
only satisfied a.s.

3.3 Going from almost-everywhere to everywhere
This the last step of the proof of Theorem 1.

With the notations of the previous subsection, consider the negligible set

N B tx P C : vpxq ą 0u

and the regular subset-valued random variable qEC defined by

qEC B pEC X pCzN q

We check immediately that qEC has the same equimeasure as pEC , that it is included into CzN and
that it exactly represents the mapping uC1CzN .

We are going to construct a regular subset-valued random variable

(

EC , included into N and thus
with equimeasure 0, and which is a representation of uC1N on C. It will then follow that

EC B qEC
ğ (

EC

is a regular equimeasured subset-valued random variable representing uC “ uC1CzN ` uC1N on C.
It is the random variable needed in Subsection 3.1 to end the proof of Theorem 1.

To construct

(

EC , consider

@ n, k P Z`, An,k B tx P N : k2´n ă uCpxq ď pk ` 1q2´nu

@ n P Z`, wn B
ÿ

kPZ`

k

2n
1An,k
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so that we have on C,

uC1N “ lim
nÑ8

wn

Since w0 “ 0 and wn`1 ´ wn ě 0 for any n P Z`, we can rewrite this equality as

uC1N “
ÿ

nPZ`

wn`1 ´ wn

“
ÿ

nPZ`

1

2n`1
1Bn

with

@ n P Z`, Bn B
ğ

kPZ`

An,kzAn`1,2k

It remains to choose the negligible set Bn with probability 2´n´1, for any n P Z`, to get the wanted
regular subset-valued random variable

(

EC .

4 Some particular cases
In general the representation given by Theorem 1 is not unique in law, and our goal in this section is
to illustrate this feature by presenting alternative approaches. Note that the procedure described in
the three previous constructions leads to subset-valued equimeasured random variables with typically
unbounded numbers of connected components. Below we look for subset-valued equimeasured random
variables with very few connected components and see a relation with absolute continuity assumptions
on u.

Let’s take the problem in reverse: we’re going to construct a certain family of set-valued random
variables and deduce the corresponding functions u.

Fix c P p0, 1q, that will end up playing the role of the equimeasure. Let X be a random variable
with values in r0, 1q, its distribution is denoted by µ. Recall that π is the canonical projection of R
onto R{Z, identified with r0, 1q. As in Section 2, we’re interested in

E B πprX,X ` cqq

This subset-valued random variable E is regular and equimeasured with equimeasure c.
Let us compute the fonction u : r0, 1q Ñ r0, 1s represented by E:

Lemma 4 For any fixed t P r0, 1q, we have

Prt P Es “ F ptq ´ F pt´ cq ` 1´ F p1´ c` tq

where F : RÑ r0, 1s is the distribution function of µ.

Proof
Note that

E “ rX, pX ` cq ^ 1q
ğ

r0, pX ` c´ 1q`r

9



We deduce that for t P r0, 1q fixed,

tt P Eu “ tX ď t ă pX ` cq ^ 1u \ tt ă pX ` c´ 1q`u

“ tX ď 1´ c, X ď t ă pX ` cq ^ 1u \ tX ď 1´ c, t ă pX ` c´ 1q`u

\tX ą 1´ c, X ď t ă pX ` cq ^ 1u \ tX ą 1´ c, t ă pX ` c´ 1q`u

“ tX ď 1´ c, X ď t ă X ` cu \ tX ą 1´ c, X ď t ă 1u \ tX ą 1´ c, t ă X ` c´ 1u

“ tt´ c ă X ď p1´ cq ^ tu \ t1´ c ă X ď tu \ tt` 1´ c ă Xu

“ tt´ c ă X ď tu \ tt` 1´ c ă Xu

It follows that

Prt P Es “ Prt´ c ă X ď ts ` Prt` 1´ c ă Xs

“ F ptq ´ F pt´ cq ` 1´ F p1` t´ cq

by definition of the distribution function. �

Note that t ´ c and t ´ c ` 1 cannot both belong to r0, 1q. Given that F prq “ 0 for r ă 0 and
F prq “ 1 for r ě 1, we deduce that for all t P r0, 1q,

Prt P Es “

#

F ptq ´ F pt´ c` 1q ` 1 , if t ă c

F ptq ´ F pt´ cq , if t ě c

Let uc,F be the function defined on r0, 1q by the r.h.s.
Let F be the set of functions on r0, 1q that are non-negative, non-decreasing, càdlàg (i.e. right-hand

continuous with left-hand limits) and that verify F p1´q “ 1. This is the set of distribution functions
for random variables with values in r0, 1q. We may wonder what is the set Uc consisting of uc,F when
F goes through the set F . It would also interesting to describe U B

Ů

cPp0,1q Uc, namely the set of
functions which can be represented by connected-subset-valued equimeasured random variables (in
R{Z).

As a first step in this direction, here we only investigate the set U1{2. To state our result, we denote
by Varpf, Iq the total variation of a function f over the interval I. If Varpf, Iq ă `8, for any r inside
I, the left-hand limit fpr´q exists and we note δrf sprq B fprq ´ fpr´q the (possible) jump of f at r.

We also need G, which is the set of functions u : r0, 1q Ñ r0, 1s that are càdlàg and satisfy

@ t P r0, 1{2q, uptq ` upt` 1{2q “ 1 (4)
Varpu, r1{2, 1qq ď 1´ |δrf sp1{2q| (5)

Proposition 5 We have

U1{2 “ G

Proof
Consider u P U1{2, which is therefore of the form

@ t P r0, 1q, uptq “

#

F ptq ´ F pt` 1{2q ` 1 , if t ă 1{2

F ptq ´ F pt´ 1{2q , if t ě 1{2
(6)

for a certain F P F . This function u is clearly càdlàg, since F is.
For t P r0, 1{2q, we have ´1 ď F ptq ´F pt` 1{2q ď 0, so that uptq P r0, 1s. For t P r1{2, 1q, we have

0 ď F ptq ´ F pt´ 1{2q ď 1, so we also have uptq P r0, 1s. Moreover, for all t P r0, 1{2q,

uptq ` upt` 1{2q “ F ptq ´ F pt` 1{2q ` 1` F pt` 1{2q ´ F ptq “ 1
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Finally, note that the total variation of the restriction of F to r1{2, 1q is F p1´q´F p1{2q “ 1´F p1{2q
and that the total variation of the non-decreasing function r1{2, 1q Q t ÞÑ F pt´1{2q is F p1{2´q´F p0q.
It follows that the total variation of u on r1{2, 1q is less than 1´ δrF sp1{2q ´ F p0q.

We deduce from (6) that

up1{2´q “ F p1{2´q ´ F p1´q ` 1 “ F p1{2´q

up1{2q “ F p1{2q ´ F p0q

hence δrusp1{2q “ δrF sp1{2q ´ F p0q and on the one hand

Varpu, r1{2, 1qq ď 1´ δrF sp1{2q ´ F p0q

“ 1´ δrusp1{2q ´ 2F p0q

ď 1´ δrusp1{2q

and on the other hand

Varpu, r1{2, 1qq ď 1´ δrF sp1{2q ´ F p0q

“ 1´ δrusp1{2q ´ 2δrF sp1{2q

ď 1` δrusp1{2q

Putting these two inequalities together, we obtain

Varpu, r1{2, 1qq ď 1´ |δrusp1{2q|

thus showing that u P G.
Conversely, consider a function u P G.
Since the total variation of u on r1{2, 1q is finite, Jordan’s decomposition allows us to write

@ t P r1{2, 1q, uptq ´ up1{2q “ Gptq ´Hptq

where G and H are defined on r1{2, 1q, càdlàg, non-decreasing, satisfying Gp1{2q “ 0 “ Hp1{2q and

Varpu, r1{2, 1qq “ VarpG, r1{2, 1qq `VarpH, r1{2, 1qq

Note that

VarpG, r1{2, 1qq “ Gp1´q ´Gp1{2q “ Gp1´q

VarpH, r1{2, 1qq “ Hp1´q ´Hp1{2q “ Hp1´q

so that

Gp1´q `Hp1´q “ Varpu, r1{2, 1qq (7)

Since we also have

up1´q ´ up1{2q “ Gp1´q ´Hp1´q

we deduce

2Gp1´q “ Varpu, r1{2, 1qq ` up1´q ´ up1{2q

“ Varpu, r1{2, 1qq ` 1´ up1{2´q ´ up1{2q (8)

where

up1´q ` up1{2´q “ 1
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It follows that

1´Gp1´q ´ up1{2q “ 1´
Varpu, r1{2, 1qq ` 1´ up1{2´q ´ up1{2q

2
´ up1{2q

“
1´Varpu, r1{2, 1qq ´ δrusp1{2q

2
ě 0 (9)

Replacing (8) in (7), we obtain

Hp1´q “ Varpu, r1{2, 1qq ´
Varpu, r1{2, 1qq ` 1´ up1{2´q ´ up1{2q

2

“
Varpu, r1{2, 1qq ´ 1` up1{2´q ` up1{2q

2

“
Varpu, r1{2, 1qq ´ 1´ δrusp1{2q

2
` up1{2q

ď up1{2q (10)

Consider the function F given on r0, 1q by

@ t P r0, 1q, F ptq B

#

Hpt` 1{2q ` 1´Gp1´q ´ up1{2q , if t ă 1{2

Gptq ` 1´Gp1´q , if t ě 1{2
(11)

In particular, for t P r1{2, 1q,

F ptq ´ F pt´ 1{2q “ Gptq ` 1´Gp1´q ´ pHptq ` 1´Gp1´q ´ up1{2qq

“ Gptq ´Hptq ` up1{2q

“ uptq ´ up1{2q ` up1{2q

“ uptq

and for t P r0, 1{2q,

F ptq ´ F pt` 1{2q ` 1 “ 1`Hpt` 1{2q ` 1´Gp1´q ´ up1{2q ´ pGpt` 1{2q ` 1´Gp1´qq

“ 1´ pGpt` 1{2q ´Hpt` 1{2qq ´ up1{2q

“ 1´ upt` 1{2q ` up1{2q ´ up1{2q

“ uptq

Thus (6) is satisfied.
It remains to show that F P F .
‚ By definition, F is clearly càdlàg because G and H are (and because the two cases considered

in (11) are for t ă 1{2 and t ě 1{2, it would have been more problematic if it had been t ď 1{2 and
t ą 1{2).
‚ To see that F is non-decreasing, since G and H are non-decreasing, we need only check that

F p1{2´q ď F p1{2q, which comes, via (10), from

F p1{2q “ 1´Gp1´q

F p1{2´q “ Hp1´q ` 1´Gp1´q ´ up1{2q

‚ To check that F p0q ě 0, we calculate

F p0q “ Hp1{2q ` 1´Gp1´q ´ up1{2q

“ 1´Gp1´q ´ up1{2q

ě 0
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from (9).
‚ To check that F p1´q “ 1, we calculate

F p1´q “ Gp1´q ` 1´Gp1´q “ 1

�

Remark 6 Note that

Varpu, r1{2, 1qq ` |δrf sp1{2q| “ lim
εÑ0`

Varpu, r1{2´ ε, 1qq

so that the term on the left can be written as Varpu, r1{2´, 1qq. The condition (4) can then be
simplified into

Varpu, r1{2´, 1qq ď 1

˝

Let’s give a consequence of Proposition 5 :

Corollary 7 The function u : r0, 1q Q t ÞÑ t can be represented by a subset-valued equimeasured
random variable whose numbers of connected component are at most three.

Proof
Consider first the function ru given by

@ r P r0, 1q, ruprq B

"

r , if r P r0, 1{2q
3
2 ´ r , if r P r1{2, 1q

For all r P r0, 1{2q, we have

ruptq ` rupt` 1{2q “ r `
3

2
´

ˆ

r `
1

2

˙

“ 1

so that (4) is satisfied.
It also appears that Varpru, r1{2´, 1qq “ 1, so (5) is also verified. It follows that there exists

a connected-subset-valued equimeasured random variable rE representing the function ru. It can be
checked that it corresponds to c “ 1{2 and X uniform on r0, 1{2q.

Consider the mapping pϕ : r0, 1q Ñ r0, 1q defined by

@ r P r0, 1q, pϕprq B

#

r , if r P r0, 1{2s
3
2 ´ r , if r P p1{2, 1q

(it differs from ru only in 1/2).
Consider the subset-valued random variable pE defined by

pE B pϕ´1p rEq

Since ϕ leaves ` invariant, pE has equimeasure 1{2. Furthermore, noting that pϕ is an involution,
we compute that for all t P r0, 1q,

Prt P pEs “ Prpϕptq P rEs

“ ruppϕptqq

“

#

t , if t ‰ 1{2

1 , if t “ 1{2

13



This is not quite the identity function we want. To get it, let’s also consider the mapping qϕ :
r0, 1q Ñ r0, 1q defined by

@ r P r0, 1q, qϕprq B

$

’

’

&

’

’

%

r , if r P r0, 1{2q

0 , if r “ 1{2

3
2 ´ r , if r P p1{2, 1q

and the subset-valued random variable qE defined by

qE B qϕ´1p rEq

As above, qE has equimeasure 1{2 and we compute that for all t P r0, 1q,

Prt P qEs “ Prqϕptq P rEs

“ rupqϕptqq

“

#

t , if t ‰ 1{2

0 , if t “ 1{2

Consider two realizations of pE and qE, then choose E as one of them with probability p1{2, 1{2q.
It is a representation of the identity function u, since we have u “ pru ˝ pϕ` ru ˝ qϕq{2.

Since pE has at most two connected components and qE at most three, we get that E has also at
most three connected components. �

5 Application to control theory
Consider the following control problem. General introductions to optimal control theory are provided
by the books of Fleming and Rishel [1] and Liberzon [2].

Given the measurable function f : r0, 1s ˆ r0, 1s Ñ r0, 1s, we are interested in the evolution
pxptqqtPr0,1s directed by

#

xp0q “ 0

@ t P r0, 1s, 9xptq “ fpxptq, uptqq

where u : r0, 1s Ñ r0, 1s is a measurable control. The cost of u is

Cpuq B

ż 1

0
φpt, uptqq dt

where φ : r0, 1s ˆ r0, 1s Ñ R` is a measurable and bounded function.
A traditional problem pP1q is to find a control u˚ with minimal cost compatible with the objective

xp1q “ c, where c P r0, 1s is given. Depending on f and c, it may be that no control meets the
requirement xp1q “ c or that a minimal solution is not unique.

A stochastic version of this problem allows u to be random, while imposing further restrictions on
its form. The interpretation is that the control is exercised by a population of agents, each of them
only being able to act in a restricted modality. For instance, let us only allow bang-bang controls,
namely measurable functions u taking values in t0, 1u. Such a control is the indicator function of a
measurable subset of r0, 1s. Thus we can identify the set of controls with E , still endowed with its
sigma-field E. We are led to look for regular subset-valued random variables E such that the random
evolution pxptqqtPr0,1s directed by

#

xp0q “ 0

@ t P r0, 1s, 9xptq “ fpxptq,1Eptqq
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ends up with the deterministic condition xp1q “ c, and whose cost defined by

CpEq B

ż 1

0
φpt,Er1Eptqsq dt

is minimal. This problem amounts to find the optimal weight each control should be given.
Consider the particular case where:

• The function f is given by

@ x, u P r0, 1s, fpx, uq “ u

• Problem pP1q admits a unique solution u˚. A toy example is when u˚ is a priori given (satisfying
ş1
0 u˚ptq dt “ c) and

@ t, u P r0, 1s, φpt, uq B pu´ u˚ptqq
2

From the first point, we deduce that the condition xp1q “ c coincides with (1). From the second
point, we see that a regular subset-valued random variables E will be optimal if it satisfies (2) with u
replaced by u˚.

It was our initial motivation to investigate the existence problem mentioned in the introduction.
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