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Exam (3h30)

Your lecture notes and the manuscript are authorized.

In whole the exercises, one will consider a filtered probability space (2, F, (F¢)t>0,P) where (F;)i>0
satisfies the usual conditions. Whole the processes are considered with respect to this filtration.

Exercise 1. (About the supremum of local martingales)

In this exercise, one considers a continuous local martingale (M;):>o such that My = 0. One sets

My = sup |M|, Si= sup M, s;= inf M,.
s€[0,2] s€[0,t] s€[0,t]

A. Preliminaries.

1. Remark that (S;) is a semimartingale. Show that lim;, . S; = +00 a.s. if [M]e = +00
a.s.

2. Let 0 < a < b < 400 such that S; > M; for all ¢ €]a,b[. What can we say about the
function ¢ — S; on this interval ? Deduce that

+o00
/ 1s,>Mm,dS: =0 a.s. (1)
0

Indication : One will use that every open set of R is a countable union of open intervals.
3. Show that a.s., [M,S]; =0 and [M,[M]]; = 0 for all £ > 0.

The aim of the sequel of the exercise is to deduce a series of consequences of (1).
B. 1. Let F:RxR xR, — R be a C2-function such that,

%—5(:U,y,2)=0 fx=y

o] 9?2
(7}; + %875) (x,y,2) = 0.

Set Zy = F(My, St, [M]:). Show that (Z;);>0 is a local martingale.

2. Deduce that ((S; — M;)? — [M];)¢>0 is a local martingale and that (Ny) = (S? — 28, M) is
also a local martingale.

V (z,y,2) e RxR xRy, {

3. Using the previous question and Cauchy-Schwarz inequality, (re)-prove the inequality
E[SF] < 4E[[M],].

Indication : One can begin by the case where M is bounded.



4. Let B be a positive number. Show that (Y;) defined by

2
Yi = (e (55— b)) o (-5 01, )

is a local martingale.

5. Suppose in this question that M = B where B is a Brownian Motion with By = 0. For
a >0, set T, := inf{¢t, Sy — B; = a}. Show that T, < +0c0 a.s. Show that

(£ s

C. We suppose in this part that (M;);>¢ is a martingale bounded in L?. We consider a non-
decreasing continuous process (A;)i>0 such that Ag > ag > 0.

1. Show that .
(M; — 5;)% = 2/ (M — Ss)dM, + [M];.
0

2. Deduce that
t t
a.s., Vt>0, A7NS;— M;)? < 2/ A7 (M, — Ss)dM, +/ A7 d[M]s.
0 0
3. Deduce that for all ¢ > 0,
t
Bl (50— Mo < | [ atap,).
0

Indication : One can introduce a sequence of localizing stopping times.

4. Show that
—+oco

E[AZ (Soo — Ma)?)] <E [ Asld[M}s] .

0
5. Show that M, < |S; — s;|. Deduce that

(M) < 2[(Sy — My)® + (M — 51)%].

6. Deduce that
—+oo

E[AZ(M2)?] < 4E [ Asld[ms] |

0
7. Deduce that

Bl (0427 < 4 | [ gy b @)

Indication : One will be careful of the fact that [M]y = 0.
8. With the help of the It6 formula, show that

1 +o0 1
(M2 = ;/O (M 2dM]y ..



9. With the help of the previous questions, show that

E[MZ%] < 2V2E[/[M]o)- (3)

Indication : One will begin by using the Cauchy-Schwarz inequality to go back to inequality
(2).

10. (3) has been obtained under the assumption “M bounded in L*”. Show that this result is
still true for any local martingale.

11. Deduce that if E[y/[M]sx] < +o00, alors (M;)s>0 is a martingale which converges a.s. and
in L' to a random variable M.

Exercise 2. (Poisson Equation) Let (X;);>0 be the solution to the equation
dXt = b(Xt)dt + O'(Xt)dBt

where (By) is a real brownian motion and L is its infinitesimal generator. The functions b : R — R
and ¢ : R — R are Lipschitz continuous. One also assumes that

dog > 0,Vx € R, o(x) > 0p.
One is interested by the probabilistic interpretation of the solutions of the equation
Lu(z) = Nz)u(z) =—f sixzel
u(z) =0 six e ol

where I =|0, a[ is an open and bounded interval of R, \ is a positive continuous function on R and f
is a function (a minima) continuous on [0, a]. One will suppose that there exists a solution u to this
PDE which is C? on I and continuous on I. Finally, we set

7:=1inf{t > 0, X, € 0I}.
One will assume that

supE,[7] < 4o0. (4)
zel

In whole the exercise, Xg =z € I.
A. Weset Z,=e Jo AX)dsy(X,) and 7V = inf{t > 0,d(X;, dI) < +}
1. Show that
N AN
ZtT = ’U,(.TJ) -+ / HSdS + Mt/\TN
0

where H is a locally bounded process and M is a local martingale. One will provide an
explicit expression of Hy and M;.
7_1\7
/ Hyds| .
0

2. Show that

E.[Z ~] = u(z) + E,;
u(z) =E, [/ e o A(X“)d“f(Xu)du] .
0

3. Deduce that



B. One is now interested by another representation of the solution based on the Girsanov theorem.
One denotes by (Y;) a process which is a solution to

dY; = o(Y;)dB,

where o and B are defined as previously. One sets p = bo~!. One will suppose in this part that

2
E [exp (Hpg°°7'>] < +oo where ||p||oc = sup,es |p(x)].

1. Without calculus, show that (M;)¢>o defined by

t 1 t
M, = exp < [ otvaan.—5 [ p<n>2ds>, £>0
0 0

is a local martingale.
2. With the help of a well-chosen criterion, show that M7™ is uniformly integrable.

3. One then defines Q = M,P. Show that (N;) = (V; — fot b(Ys)ds)t>o is a local martingale
under Q.

4. Show that W defined by

tq
— [ ——_an,
Wi /oam)d

is a brownian motion under Q.

5. Remark that
dY; = b(Yy)dt + o(Yy)dW.

6. Deduce from the previous part that

u() = E V T AW () M|

0



