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M1-ESR. Stochastic Processes. .

TD - MARTINGALES

Exercice 1. Let (Zn) a sequence of L1 independent r.v. with mean E(Zk) = mk. Show that

Yn =

n∏
i=1

Zi

mi

is a martingale.

In the case where the r.v. are i.i.d, under which condition on m = E[Z1] we have that

Pn =

n∏
i=1

Zi

is a martingale (resp sub-martingale, resp super martingale) ?

Exercice 2. Let (Mn) be a L2 martingale with respect to a filtration (Fn) and let (ηn) be a L2

predictable process, that is ηn is Fn−1 mesurable for all n ≥ 1. Show that (Nn) defined by

Nn =

n∑
k=1

ηk(Mk −Mk−1)

is a martingale.

Exercice 3.
Let (Xn)n a sequence of i.i.d. r.v. and let u ∈ R such that

g(u) = E(euX1) <∞

Show that (Yn) defined by

Yn = g(u)−n exp

(
u

n∑
i=1

Xi

)
is a martingale.

Exercice 4.
Let (Xi)i≥1 a sequence of i.i.d. r.v. such that P[Xi = 1] = P[Xi = −1] = 1/2. We put Sn =

∑n
i=1Xi

and Fn the natural filtration of X.

1. Show that (Sn), (S2
n − n), (S3

n − 3nSn) are martingales

2. Let Q(x, t) = x3 + axt+ bx+ ct+ d. For which values of (a, b, c, d) the sequence Q(Sn, n) is
a Fn martingale ?

3. Find α and β such that
(exp(αSn + βn))

is a martingale

1



Exercice 5.
Let (Xn)n≥2 a sequence of r.v. such that

P[Xn = −n2] =
1

n2
, P[Xn =

n2

n2 − 1
] = 1− 1

n2

1. Show that Sn = X2 + . . .+Xn is a martingale

2. Show that Sn converge a.s towards infinity (use Borel Cantelli lemma).

Exercice 6.
Let (Xi)i≥1 be a sequence of independent r.v such that E(Xi) = 0 = and E(X2

i ) = σ2
i . We put

Sn =
∑n

i=1Xi, Mn = S2
n −

∑n
i=1 σ

2
i and (Fn) the natural filtration of X.

1. Show that Sn and Mn are Fn martingales.
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