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Exercice 1.
Let f: R? — R? be continuous and bounded. We suppose that there exist 6* such that f(6*) = 0
and we suppose that for all 8 # 6*

((0—0%),f(0)) >0

We define
On = On-1—nf(On—1)
We suppose
Yn > 0, an:oq Z’yﬁ<oo
n n
1. Show that

10n — 0% < [|0n—1 — 0% + 72l £ (0n—1)I?
2. Deduce that .
o = (100 — 011> = > 21 £ (Or—1)|1?

k=1
is non increasing

3. Show that
zn > =A% 7
k

4. Show that (z,,) is convergent towards z., and that

l= 1171}1 ||0n - H*HQ = Too + Z’V}%”f(ekfl)HQ
k

5. Show that

1
D Ok FOr1), 1 = 07) = 5 D I @1 = 1+ 180 — 07> < o0
k k

6. Suppose that [ # 0 and put

n (0 —07,1(0)) >0

= inf
6<||0—6* <2l
Show that there exists N

S f B 1), 06— 0 20 3

k k<N

and conclude



7. Suppose that
f(0) =E[F(0, X))

where X is a r.v and F is bounded. Suppose that (X,,), is a sequence of i.i.d r.v of law X.
consider the natural filtration of (X,,). We put

9n+1 =0, — 'Yn+1Yn+17 Yn+1 = f(en) + (n-i—l

where
Cnt1 = F(enaXn+1) - f(en)
Show that
sup [[Gnlloo < 00, E[Gut1[[Fn] =0

8. Introduce
n—1

Sn =Y Ve BV 11 75]
k=1

and show that S, is almost surely convergent.
9. Introduce
Xn = 0n — 0*”2 — S
Show that X,, is a surmartingale
10. Show that (X,,) is bounded by below by a non positive constant.
11. Show that (X,,) is almost surely convergent.
12. Assume L = X, + S # 0 and note that

A(;:{L>5}

Show that
Z<’ka(9k—1)79k—1 —0") =00

k
on Ags

13. Show that
STE[f (Br-1), 01 — 0%)] < 00

k
and conclude that P[As] = 0.
14. Conclude that L = 0 almost surely.

15. Application : describe an algorithme which can estimate ¢ such that (converge towards)

JARCED

where f is a probability density.



