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0. INTRODUCTION AND MAIN RESULTS

We consider here the zero-finding problem for an analytic function
f: E— F between two real or complex Banach spaces. A classical algorithm
to solve this problem is Newton’s sequence defined by

X1 =% —Df(x,) 7" fxy),
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with x, given. Under certain hypotheses this sequence converges quadrati-
cally towards a zero { of f.

To analyse these convergence properties two approaches are possible:
Kantorovitch-type theorems that require estimates of the first and second
derivatives of f over a certain domain containing the starting point x,, see
[5,6], and Smale’s a-theory in terms of data computed at the point x,
alone [9].

In this paper we study Regula Falsi (RF) and secant (S) methods to
compute approximately the zeros of ' and we prove a-theory-like theorems
for these iterations. When f: R — R, the Regula Falsi sequence is defined by

ro, I'1 given, Fesr=re—([rerol )7 flr), k=1,

and the secant sequence

S0, S given, Sep1=Sk— [k sk 1 1) 7" flse), k=1,

where the starting points rq, 7y, So, §; are given and
S() = f(r)
[1r] f=5r =

r

is the first divided difference of f at points ¢ and r. A study of the con-
vergence of these sequences can be found in [ 7]. Geometrically, the point
rr+1 1s the intersection point of the straight line through the points
(re, f(re)) and (ry, f(ro)) with the x-axis. The fundamental notion which
defines these methods is the quantity [, r] f. It can be seen as a linear
operator from R into R verifying the functional equation f(¢)— f(r)=
[t r] f(z—r).

When the function f is a polynomial or an analytic function, we have
obviously

)
k!

(t—r)F— 1

[Lr]f=f(N+ %

k=2

When E and F are finite dimensional Banach spaces (with the same dimen-
sion) one can define in the same way a secant method, known as the n+ 1-
point secant Steffensen method, see [6]. When E and F are Banach spaces
and f is a Lipschitz function, secant type methods can be defined if
for x, y e E there exists a bounded linear operator A(x, y): E— F which
satisfies the functional equation

J(x)=f(y) =A(x, y)(x = y).
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From an algebraic point of view, A(x, y) is a Bezoutian, see [3] for an
overview.

In this paper, since we deal with analytic functions, the divided difference
operator will be defined by

DEFINITION OF THE DIVIDED DIFFERENCE OPERATOR. Let f be an analytic
function from E into F. The divided difference operator at the points x and
y lying in E is the linear operator defined from E into F by

k

D
S0 (et

[y, x1f=Df(x)+ ¥

k=2

Notice that this definition makes sense: the series is converging in a ball
centered at x, and the functional equation

S)=f(x)=[y,x] f(x—y)

holds.
We are now able to define the RF and S sequences, similarly as in the
one dimensional case. The Regula Falsi method computes the RF-sequence

Xo, X; given in E, Xea1 =% — ([xp, x01 /)71 f(xp). (RF)

The secant method computes the S-sequence

Xg, X; given in E, X1 =X — (g, xp 11 )7 fxp). (S)

[ v, x] f involves the derivatives D*f(x), k> 1, when E=F=R" or C", we
are able to compute them without any knowledge of these derivatives. This
aspect will be made precise in Subsection 8.3. The main interest of Regula
Falsi and secant methods lies in this remark since it will allow us to com-
pute approximate zeros of f even if the computation of the derivative Df{(x)
is difficult or impossible. This is the case when f is given by some kind of
black-box allowing us to evaluate f'at a point but no additional knowledge
of f'is available.

A good way to study the convergence of the previous sequences is to
deal with the invariants

A~ Dk 1/(k—1)
B A x) = A7 ()], y(ﬁA,x):sup<|f!ﬂX>|> ’

k=2

where x € E and A4: E — F is an invertible bounded linear operator. Recall
from the closed graph theorem that such an operator has a bounded inverse.
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Smale’s a-theory for Newton’s method involves three invariants:

B(f. x)=B(f. Df(x), x), p(f. x) =p(f, Df(x), x),  a(f, x)=B(f. x) p(f. x).

Our main results on RF and S methods are of two types, gamma theorems
and alpha theorems. Gamma theorems give an estimate of the size of a disc
of convergence about a zero. Alpha theorems give criteria for convergence
on a point from the value of alpha at that point. For comparison’s sake we
state versions of a-theorems and y-theorems for Newton’s method.

N-o-THEOREM [4]. Let xo€ E such that

13—-3,/17
—

a=aff, Xo) <

Let

; _ot+1—,/ot2—6oc+1

1 4]/ s

with y=y(f, x,). Then

(1) There exists a zero { of the analytic function f in the open ball
B(xg, t)) and t, <(5—./17)/4y.
(2) The Newton sequence

Xew1=Xe— Df(x) =1 f(x0)s k=0, (N)
is well defined, and we have for k=0
Ik =il ST AL and =L < (P
In order to avoid complicated notations we now introduce
Bi=P(f. [x1, X0 £, x)), vi=7(fs [x1, x0] fix3), =0, L.

We will show in Section 3 the following RF-a-theorem.

RF-o-THEOREM 0.1. Let x, and x,; be two points given in E such that
[xo, x1]1 f is invertible. Let

b= 1—2y0(fo—B1)

_byo+1—/(byy)* —6byo+1
1—po(Bo—B1) .

t
ﬂOa 1 4y0
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Let us suppose that the following conditions hold.:

* Yo lxi —xoll ty<Po—fr1 <1

e 0< by, <(13-3./17)/4.
Then

(1) There exists a zero { of the analytic function f in the open ball
B(xq, t,) and, t, <(5—./17)/4y,.

(2) The RF-sequence is well defined, and we have, for k=1,

X1 =% S*71 D, and  xe =L < ()Tt — Bo+ Br)-

We will see in Section 3 that this previous theorem is a corollary of a
more general RF a-thcorem. We also will state a RF-a-theorem involving

the quantity y(f, Df(x,), Xo)-
In Section 4 we will give a S-a-theorem. In particular

S-a-THEOREM 0.2. Let x, and x, be two points given in E such that
Df(x,) is invertible. Let

b= 1—2y(Bo—$1)

by +1—/(by)>—6by+1
T 1=p(Bo—h1) - '

ﬁOa tl 4y

with y=y(f, Df(x,), Xo). Under the assumptions

e 0<Bo—pfi<ty,
¢ 0<by<(13-3/17)/4,

it follows:

(1) The analytic function f possesses a zero (€ B(xy, t,), and, t; <

(5—/17)/4y.

(2) The S-sequence is well defined and converges towards {. Moreover,
for k=1,

X1 — Xl S (3)% 1D, and Ixe =1 <)% (2= Bo+ Br)s

where ig=i,=1 and i, | =i+ i,_y, is the Fibonacci sequence.

When x,=x;, the hypotheses of RF and S « are reduced at the one of
N a-theorem, i.e., a <(13—3./17)/4.
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In the RF-a and S-a-theorems, the points x, and x, are supposed to be
known. In Subsection 8.1 we explain a possible choice of the point x; when
we only know x,. When the computation of the derivative Df(x,) is easy,
we will establish that the points x, and x; defined by

X1 =Xo— 4 Df(x0) 7! f(x0), 0<i<l,

are good points to test the assumptions of the RF-a-theorem and
S-a-theorem.

The second part of this paper is devoted to state y-theorems of the secant
type methods and their application to the homotopy method. In fact, to
follow numerically a homotopy path we need a result which details under
which conditions we can say that a point is close to a zero. The notion of
an approximate zero relative to the Newton method has been introduced
by S. Smale [9]:

N Approximate Zero [9]. We say that x, is an N approximate zero of
f with associated zero {, if the sequence x; , ;= x; — Df (x;) 7' f(x;) is well
defined for all k£ <0, with

e —CI <3 Vxo—Cll, k=0

In [1] we find a sufficient condition to get an approximate zero in terms
of the invariant y( f, Df({), {).

N-p-THEOREM [1]. Let { be a zero of the analytic function f. Let x,€ E
be such that u=y(f, Df({), ) |{—xol <(3 —\ﬁ)/Z. The Newton sequence
(N) is well defined, and converges towards {, with

2k—1

2k—1
u 1
_ <([——m — <[ = — =
|4xk\@_%+mQ I¢ mh(Q IE=xol. k=0,

Hence x, is an N approximate zero of f with associated zero (.

In the sequel, we define a notion of approximate zero relative to RF and
S methods. We next give RF and S y-theorems using respectively the
invariants y(f, [{, xo]1 /. {), and y(f, Df({), {) where { is a root of f.

We first give the definition of an approximate zero relative to the RF
metthod:

DerINITION: RF APPROXIMATE ZERO. Let x, be given. We say that x, is
a RF approximate zero of f with associated zero ( if there exists x, € E such
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that the RF-sequence, x; ;1 =x; — ([ Xg, Xo] /)" f(xx), is well defined for
all k=1, and converges towards {, with

Ixe=CI <@ =Ll k=1

The first RF-y-theorem gives a sufficient condition of the RF approxi-
mate zero with the quantity p(f, [{, xo] f, {). In a certain sense, it is
natural to consider this quantity rather than y(f, Df({),{). In fact,
when the sequence (x;), converges towards {, the operator sequence
([ X%, xo1 f)r converges towards the operator [{, x,] f.

RF-y-THEOREM 0.3. Let { be a zero of f and x,, x, be given. Let us
consider the quantities u=y(f, [{, xo] f, {) 1{—xol and v=y(1, [, xo] 1, {)

I¢ = x,1l, and suppose

u < 1
l—u—2v+uv 2
Then x, is a RF approximate zero of f with associated zero (.

Consequently, we can determine a neighbourhood of x, which satisfies
the notion of RF approximate zero.

CorOLLARY 0.1. Let u=y(f,[{, xo] [, 0) lIxo—ClI <(5—/21)/2. Let
x, be such that

1 —5Su+2u?

PTG Xo] £58) 160 =Xl < ——
u

Then x, is a RF approximate zero of f with associated zero (.
There is equally a criterion of RF approximate zero using y( f, Df({), {).
RF-y-THEOREM 0.4. Let { be a zero of f. Let x, and x, be such that u=
Y(fs DF(C), O) llxo =Ll and v=y(f, Df(L), ) |lxy — || verify

u 1
<-.
1 —2u—2v+2uv 2

Then x, is a RF approximate zero of f with associated zero (.
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COROLLARY 0.2. Let u=y(f, Df({), ) llxo—Zl <(3—\ﬁ)/2. Let x, be
such that

1 —6u+2u?

P DA, O vy —xoll S 57— 5

Then x, is a RF approximate zero if f with associated zero (.

In the same way we introduce the notion of approximate zero relative to
the S method:

DEFINITION: S APPROXIMATE ZERO. Let x, be given in E. We say that x,
is a S approximate zero of f with associated zero ( if there exists x; such
that the S-sequence x4, =Xz — ([ Xz, Xx_ 11 /) 7' f(x;) is well defined for
all k=1, with

IE=xell S@* I =xll, k=1,

where (i), 1s the Fibonacci sequence with respect to ip=1i, =1.

In Section 6, we give a sufficient condition to get an S approximate zero
relatively to the S method using the quantity y( f, Df({), {).

S-y-THEOREM 0.5. Let { a zero of f and x,, x, be such that the quantities

u=y(f, DA, O) llxo = LIl and v=y(f, DAL), O) [l — | verify

u <1 J v <1
<= an <-.
1—2u—2v+2uv 2 1 —2u—2v+2uv 2

Then x, is a S approximate zero of f with associated zero (.

COROLLARY 0.3. Let u=yp(f, Df({), () [xo—C| <(3—+/7)/2. Let x, be
such that

1 — 6u+2u?
P DAL vy = woll <=5 o=

Then x4 is an S approximate zero of f with associated zero (.

An application of these gamma theorems is the study of the complexity
of path-following methods. Let 4: [0, 1] x E— F be a continuous function
such that h, =h(z,-) is an analytic function. The set {/,:1€[0,1]} is
named homotopy. A regular associated path the curve in E is given by

{{,1e€[0,1],h((,)=0 and Dh({,) " exists}.
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A homotopy path is the set {(%,,(,):t€[0,1]}. The numerical path-
following consists in defining a subdivision 0 =¢,<?¢, < --- <t =1, and in
computing a sequence (z;); such that each point z, 0<i<k, is an
approximate zero of h;=h, relative to a numerical method.

We study here two numerical path-following methods. The first method
is defined by

Zo, Z) given, Ziv1=2i— (2 Zim hie ) " hipa(2), 1<i<k—1L
(HI)

Let r >0 be given. The second method is defined by

Zg, Vo € B(ZOa V) giUel’l,

Zig1=Vi— ([ zd i) " hi(v))s vig1€B(zigy, 1), 1<i<k—1,
(H2)

where B(x, r) denotes the closed ball. When we take y, =z, for each i, the
sequence (H2) generalizes

Zp given, Zip1=2;—Dhiy1(2) 7 hiya(2), 1<i<k—1. (HO)

In the following we compute a sufficient k& for z; to be an N approximate
zero of h; with associated zero (;:=(,, see the definition above. The N
path following theorem gives an answer for the sequence (HO) using the
three quantities:

— y(h) = maXOStgl{y(hta Dht(xt)n xt)}o
— C(h):maX0<t<1 HDht(xt)_IH,
— L(h) the length of the curve te [0, 1] — A,.
N Path Following Theorem [2]. Let ¢=(3 —\ﬁ)/4~0.0885621722.
There exists a subdivision, 0 =7,<t, < --- <t =1, such that z,=¢&, and

each z; defined by (HO) is an N approximate zero of /; with associated zero
{;. Moreover, we can take

&

k:{c(h)y(h)uh)w

The properties of the sequences (H1) are given by the following result.
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THEOREM 0.6. Let e=(4—./13)/6 ~0.0657414541. There exists a sub-
division 0=ty <t; < --- <t,=1 such that the following conditions hold.
— zo="{o.
— p(h) 16, = ol <&/2, and y(h) ||z, — Coll < &/2.
— the z;'s of the sequence (H1) satisfy

y(h) Iz, =l <e, 0<i<k.
Moreover, we can take

RGN

Hence for all i, 0<i<k, each point z; is a N approximate zero of h; with
associated zero ;.

The next theorem concerns the sequence (H2).

TueorREM 0.7. Let 1> 0 be such that e=(3—./7)/A—7/2>0. Let r,=
2MA+ ﬁ)/(% + \ﬁ— 1). There exists a subdivision 0=ty <t; < --- <
t, =1 such that the following conditions hold.

— zo=Co and y, lies in the closed ball B(0, r,).
— the z;s of the sequence (H2) satisfy

y(h) llzi =l <e, 0<i<k.

Moreover, we can take

Hence for all i, 0<i<k, each point z; is a N approximate zero of h; with
associated zero (;.

These theorems provide a sufficient condition for path-following algo-
rithms with secant method to obtain N approximate zeros. In particular
Theorem 0.7 becomes N path-following with 4 =0.

In Section 7 we also give result of complexity of the homotopy using the
quantities C(h), L(h), and

velh) = max max {p(h,, [{i 21 he, &) 2 p(hy [En 21 h, ) 2= Gl <

o<r<l1 z
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In conclusion, we have chosen to separate a-theory and y-theory as in
the first studies concerning a-theory (see [8]). This way is different from
the one given in [ 1], in which the a-theorem is a consequence of the classi-
cal fixed point theorem and of the y-theorem. The approach given here
permits us to compute the best values for the universal constants « and y
relative to the secant type methods.

On the other hand, we have studied the gamma theorems of these
methods, and we have used numerical path-following with secant type
methods to get an approximate zero relative to the Newton method.

1. REGULA FALSI METHOD AND SECANT METHOD FOR
UNIVERSAL FUNCTION

We use Kantorovitch analysis [ 5] to establish results of convergence of
RF-sequence and S-sequences. The Kantorovitch analysis establishes that
the convergence of the RF-sequence or S-sequence is conditioned by the
convergence of the real sequences (1) O (S;)r =0 respectively associated
to the universal function /(¢) defined by

t
h(t)y=b—2t+——
(1) gt

where b and g are real positive numbers defined in Sections 3 and 4. In this
section we study precisely the rates of convergence of the RF-sequence and
S-sequence associated to the function 4(¢). For this, it is more convenient
to deal with the function 2*(z) defined by

>

1—1

h*(t)=gh <T> =a—2t+
g

where a=bg. This function /#*(z) is a convex function on the interval
[0, I]. Let us suppose that the inequality

a<3-2./2

holds in this section. Under this condition, the function /#*(7) has two roots
7, <7, in the interval [0, 1[, given by

. _a+lx/(a+1)—8a

i . . i=1,2.
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ProrosITION 1.1.  Consider the following RF sequence (p;); o associated
with the function h*(7):

h*(0)

=——"—, k=1
P e 01

pPo=0<p;<1y,

Denote q=1,(1 —1,)/t,(1 —7,) and u, = (t, — p)/(t, — pi). Then the sequence
(Pr)k=o is strictly increasing and converges towards t,. The convergence rate
is given by:

(1) Tl_Pk+1:((T2_Tl)/(1_qkul))J/1qk<(Tl_p1)qkak>o-

(2) prs1—pr=((ta—)/(1 — ¢ 'uy)(1 — ¢ uy))(1 — q) ¢ 'u, <
ag“= Y, k>=1.

(3) re=pi/g

Proof. The convexity of the function 4*(7) ensures that the sequence
(Pr)r=o 1s strictly increasing and converges to 7,. Let us study the rate of
convergence of this sequence. From the definition of the sequence (p)x >0,
it follows that

a(l —py)

Pr+1= 1—2p, .

Next, using the fact 7, is a root of the function A*(7), we can write
7,2t — 1)+ a(l —7,) =0. A direct computation gives

(1 =2ps) —a(l —py)

T1=Pr+1= 1—2p,
271(1 =2pi)—all —p) + 7,27, — 1) +a(l —1,)
1—2p,
_ (11— pi)(27,—a)
1—-2p, -
Similarly we also have

_ (12— pr)(21,—a)
T2~ Pr+1= .

1—-2p,
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Since 27,7, =a, we find

2ty—a _a(l—1) 14

2,—a 1, al-17) ¢
Hence
Tl_pk+1:qfl_pk:“.:qk‘[l_pl'
T2 = Pr+1 To— Pk To—P1

The inequality 7, <, implies ¢ < 1. Some direct computations prove

Tr,— 1T kT2 T k k
Tl_/’k+1:1 7qku uq <1 y urq" =t —p1)q.
- 1 — U

Part (2) is proved similarly. Let us prove the inequality in part (2). We
have u; <t,/1,=u, and a straightforward computation shows

Tr— 1Ty

(1—¢*1uy)(1 —g*uy)

Tro— 1T

(I —uo)(1 — quy)

(I—q)u; < (I1—q)uy=a,

and this lemma follows. ||

PROPOSITION 1.2.  Let us consider the secant sequence (0, o associated
to the function h*(t):

h*(ay)
0y,=0, O0<o,<14, Oks1=0p% [or. 00 ] 7
We also define for k=0, the sequence u,= (o, —1,)/(0,—7,), and q=
(1 —15) 7,/(1 —7,) T,. Moreover we consider the Fibonacci sequence iy=
Lh=1,and uy =i +i,_, for k=1.
The sequence (01 is strictly increasing and converges towards t,. The
rate of convergence of this sequence is given by

(1) ug g1 =(q/ug) uguy _y <(uo/q) g+, k=1.

(2) t1—0p1=(t2—1)/(1 =g 4 1)) Ug 41 )
<((y—7 /N1 — ))ulql"“_l (1y—0y) g%+ 71, k=0.

(3) Jk+1f‘7k—(( > =T/ = ) (1 — gy )1 — (q/ug) upe_y) ug
<ag® 1, k=1,

(4) sp=o0./g
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Proof. Since h*(t)=2(t—1,)(t—1,)/(1 —7), we obtain from a straight-
forward computation

_ (o=t )01 — 1)1 —15)
Ork+1— 711

= , k>1.
Ort 0k _1 =040, 1+T1T2—T1—7,

A similar formula holds for g, ; —7,. Hence
Upp1= ClUUp 1,
where ¢ = q/u,. Since u; <u,, it follows that

1 ) ) 1 )
Up 41 = - (cuy)® (cup)* 1< - (cug)*+1,

where (i) is the Fibbonacci sequence
iozilzl, ik+l:ik+l‘k71'

This proves the first part of this lemma follows easily. The second and
third parts follow from straightforward computations. Let us prove the
inequality of the third part.

The sequence (u,) decreases and, for ¢ = g/u,, the function u — (1 — cu)/
(1 —u) increases. Consequently

T~ T . T2~ 7 .
d—u) (=g ) ST (T muy )

Tr,— T

STl —gug 0T

The proposition follows. [
The growth of the Fibonacci numbers is given by the following

LemMmA 1.1. Let n,=(1 +ﬁ)/2 and ny,=(1 —ﬁ)/2 be the roots of
F—t—1=0.

(1) = (1//5)(n§+" —n§*).
(2) For all k=1, we have (1//5)(n**' —nk+1) = nk—1,
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Proof. The first part is well known. We observe n?—nl—1=0 and
ﬂ= n, —n,. Consequently, we have for all k> 1

Kkt —ny) nf T =ni(nf T =k > 0. )

We end this section with some obvious lemmas.
Lemma 1.2. [t,r]h+1=1/(1—gt)(1—gr)—1.

LeEMMA 1.3. Let us suppose bg<3—2\/§. For all 0 <t<t,, we have
—1=n0)<[t,0]h<0. Hence 0 <[t,0]h+1<1.

LEMMA 1.4. Let t=s—h(s)/[s, r]h. Then we have

glt—r)(t—ys)
(1—gr)(1—gs)(1—gt)

h(t) =

Proof. We have h(t)=h(s)+[s, t]h(t—s)+[t,s,r]h(t—s)(t—r)=
[t,s,r] h(t—s)(t—r), where [t,s,r]h is the second divided difference
of h at points r,s,t Since h(s)+[s,t]h(t—s)=0 and [t,s r]h=
g/(1 —gr)(1— gs)(1 — gt), the lemma follows. |

LemMma 1.5. We have h'((1 — ﬁ/Z)/g) = 0. Consequently, the inequalities
h(1)>0 and gt <1—./2/2 imply t <1,.

2. POINT ESTIMATES AND BASIC LEMMAS

This section gives some technical lemmas which are used in the following
sections. We will use frequently

LEmMMA 2.1. For all 0<t<1, and k>0, we have Y, (¥1')t'=
(1 — 1)<+,

In this section 4 denotes a bounded linear map from E into F. We first
recall von Neumann’s perturbation lemma which is used in all point
estimates:

LemmaA 2.2. Let A be a bounded linear map from E into F. If |[[— 4| <1
then A is invertible and

1

4= S 7——
1 —|[I—A]

We now justify the existence of the operator [y, x,] f ' for some y € E.
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LEMmaA 2.3.

(1) For some x,€E, let us suppose that A =[x, xo] f is invertible.
Define for i€ {0, 1}, y;=y(f, [x1,x0] £, x;), and suppose 1—yp;|xo— x|
>0and 1 —y;||y—x;|| >0 for some y in E. Then

Let x, be given in E.

_ villy— x|
Ix1, xod /7 [y xo] /=1 < .
1%l /7Ly Xl S (I =y lIxo—=x D1 =p; 1y —x;1)

In addition if

(T =y llxo—=x1 (T —=p; Iy —x:01)>p: 1y — x4l

then [ y, xo] f is invertible, and the point estimate

_ (I —=; [xo—x:N(1—p; |y —x;)
1Ly, xo1 £ 1, X0 fII < ¢ -t
(L= lIxo=x1 DL =7 1y —x: 1) = |y — x4l
holds.
(2)

Let A=Df(x;) be invertible for i=0 or i=1. Define y=
w(f, Df(x;), x;). For some x,y in E, we assume 1—y |x—x,;|>0, and
1—yly—x;]| >0. Then we have

1
D )1 i I <
17 Ly M =T S e = =y ==

In addition if

2(1 =y llx=x; N1 =y [y =x;[) = 1>0,

the operator [ y, x] f is invertible with the point estimate

i (17 [x=x (1= [y —x,1)
L)) I < .
A T gy ey 7y gy Py Sy

(3) In particular, if Df(x,) is invertible then the operator [y, xq] f

is invertible for all y such that 2y |y —x,l <1, with y=y(f, Df(x,), Xo)
Moreover we have

- 171y —xol
102, %61 /71 Df (xo) | S 57—~
1 =2y |y = xoll
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(4) Reciprocally, if the operator [xy,xq] f is invertible and if
290 X0 — X1l < 1 with yo=y(f, [ X1, Xo] f> Xo), then the operator Df(x,) is
invertible. Moreover, we have

— 70 X1 — X0l

— 290 [Ix, —on.

1
IDf(x0) " [ X1, x0] £l <7

Proof. First, we write with 4 =[x, xo] f

1 ¢
[ %] f A= ] | D(sxo+(1=5)x+(1=1) )y —x:) ds dh.

Next, using Taylor’s formula at x;, the quantity 4 ~'[ y, x,] f —I is equal
to

e 42\ A7 DI ()
A O

X (s(xo = x;) + (£ =)y —x;) + (1 = 1)(y = x,))7 (y —xy) ds dt.
The definition of y,=y(f, [x;, Xo] /, X;), and the assumptions imply

1A=y, xo] f =1l

1 pt ]+2>
< 2y;

fo J0 Vj§0< 2

X (s 1xo = x| + (=) lxy = x| + (L =) [y = x; D)7 ||y — x, || ds dt
<f1ft 2yi |1y = x|
o o (1 =yi(s xo = + (1 =5) lx1 = x| + (1 =12) |y = ;1)

5 ds dt.

This previous integral is equal to

villy —xqll
(1 =y lxo—x: N1 =y Iy —x;0)

and part (1) of this lemma follows.
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To prove part (2), we write
1
[y.x1f =] Dftex+(1—1)y)di
1 D f(x)
= Df(x,) + i+ 1) ————=
fe) + | T U

x (t(x — x;) + (1 = 1)y — x,)) dt.

Since 1 —y [x—x;[| >0, and 1 —y |y —x;|| >0 with y=y(f, Df(x,), x;), it
follows

1
IDf(x) =" [y, x]1 f =1 <f Y G+ lIx—xl + (1 =1) |y —x;) dt

0 j>1
1 1
< dr—1
L (I=y(t |x=x; [l +(1=2) |y —x,1))?
1
< - L
(I=y lx=x D=y Iy —=x;1)

and from Lemma 2.2, part (2) is established.

Part (3) (respectively part (4)) is a direct consequence of part (1), with
X, =x, (respectively y =x,). |

LEMMA 2.4. Let A be an invertible linear bounded operator from E
into F, and y;=y(f, A, x;) for ie{0,1}. Let us consider x,=x;—
([x1,x0]1 f) " f(x1). Then we have

Vi X2 — x4 X2 — X
(1= =2 DT —p; [y —x; (DT —=7; X0 —x;])°
i=0,1.

147 (o) <

Proof. Since f(x;)+ ([ x1, xXo] f)(x,—x;) =0, we can write for i =0, 1:
S(x2) = f(x1) + ([x1, X0 /)(x2—x)
+ fl ft D*f(sxg+ (t—5) x1+ (1 —1) x5)(x5— X, ) (X5 — Xq) ds dt
0“0
_ Lot j+2\ D/ ?f(x,)
-1, L)ZEO( ) e,
X (8(xo—x;) + (1 —85)(x; —x;)

+ (1= 1)(x3—x,))7 (x5 —x1)(x, — X,o) ds dt.
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Hence, we have successively

1A~ (x,)]

ll265 — x| [[x2 — X0l

1 2 23/,
< i ds dt
jo L (T =7:(s llxo = x; [ 4+ (£ =5) llxg = x; [ + (1 = 1) [x2 = x;]))°
Vi

< s
(1 =i llxo = x; (DT = pi lloeg = x; (DT = p; floey — x; (1)

i=0,1,

and the lemma is proved. ||

3. RF-a-THEOREM

We state a general RF-a-theorem. Let 4 be an invertible bounded linear
operator from E into F. Let us consider the universal function /4(¢) studied
in Section 1 with

_ 1 —2g(Bo— 1)

b
1—g(Bo—PF1)

Bos g=y(/, 4, xo).

The quantities f,, f;, 7, and y, are those defined in the Introduction. Let
us denote by ¢, and ¢,, the roots of 4(¢) when bg<3—2ﬂ, and by (ry)
is the Regula Falsi sequence associated to /(¢) with ro=0 and r; = f,— f;.

RF-o-THEOREM 3.1. Let x, and x,; be two points given in E such that
Df(x,) is invertible. Let A be an invertible bounded linear operator from E
into F. Let us suppose that the following conditions hold.

o 2y |lx; —xof < L.

e VyeE, Vr=0, (||ly—xoll <r<t, and
ly=xill<r—r)=l47"[y,x] f=II<[r,0]h+ 1 (1)

e 0<Bo—pi<ty.

« 0<hg<3—2./2.
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Then

(1) The function h(t) has two positive roots, t, <t,, and the sequence
(re)e=o converges towards t,, as is stated in Proposition 1.1.

(2) There exists a zero { of the analytic function f in the open ball
B(xos tl)'
(3) The RF-sequence is well defined, and we have, for k=1,

Ixg 41— Xl S7gqr — 74, and [xe —Cll <t — 7.

Let us give the signification of the assumptions in the previous theorem.
The condition 2y | x; — x|l <1 ensures that the divided difference operator
[x1,x0] f is invertible (Lemma 2.3). The condition (1) is a technical
inequality in order to apply Von Neumann’s perturbation lemma: in this
section, we will see that the operators 4 = Df(x,) and 4 =[x, x,] f satisfy
this condition. The inequality bg <3 —2 ﬂ implies that the function A(7)
has two positive roots and hence Kantorovitch’s analysis can be done. The
inequality 0 <, — f; <t, shows that (r;). >, Is an increasing sequence and
converges towards #,. Hence, the rate of convergence of the sequence
(X1)rso 1s given by the one of the sequence (7).~ Which has been studied
in Proposition 1.1.

Proof. To establish |x;,;— x| <rg,i—rx, we proceed by induction.
From assumption the operator Df(x,) is invertible. From Lemma 2.3
part (3), and the inequality 1 — 2y ||x; — x,| > 0, the operator [x;, xo] fis
invertible. The point x, is well defined. The function /4(¢) and the sequence
()0 have been constructed in order to get

[X2—Xoll =Bo=r2—ro=r, and [X2—xil[=B1=r,—ry.

From Section 1, the inequality bg <3 —Zﬁ ensures that the function
h(t) has two roots t; <t,. Since 0 <r; =f,— f; <t,, the sequence (7;)r=0
increases and converges towards ;.

Let us suppose now that the x;’s exist for all j, 2< <k, and satisfy

ij_xj—IH Sr—Tr_g.

We first prove x;; is well defined, ie., the operator [x,, x,] f is inver-
tible. We have

k
1 —xol < X N, = ;1 [l + X2 — x|
j=3

M=

<
J

Fi—Fi_ F Ty —Fg=Ty.

3
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For the same reasons, we also have
X — x| <rpe—14.
We now give an upper bound for r,. Since bg <3 —2 \/i we have

bg+1<1<1_ﬁ> 1
4g

g 2 )2

re<t; <

Consequently, we have simultaneously |[x, — x,l <r,<t; and [|x; — x| <
rk - rl .
From condition (1) on the operator 4, we obtain the point estimate

IA™ Xk, X0 f =1 <[r, 010+ 1.

In other hand, Lemma 1.2 and the inequality 1—2gr,>0 imply 0<
[re, 0]h+1=1/(1—gr,)—1<1.From Lemma 2.2, the operator [ x,, xo] f
is invertible with the point estimate

1

[ 070 *

I[xks Xo] f 1Al <

Hence x . is well defined.
Let us now prove the inequality |x;,; — x| <rp,., —r. For that, we
write

Xk 41— Xl = 1%k, x0T f 7~ (x0) |

<o x0] S AN AT (x0)-

The inequality (2) gives an upper bound for ||[ Xz, xo] f ~'4|. Lemma 2.4
gives an upper bound for |4 ~!f(x,)||. More precisely

& llxx — Xg _ 1]l 1xz — X0l
(I —g lxe —xol (1 — g X1 —Xol)

A7 (x)ll <

g(re—ri_)rg—ro)

< )
(1 —gr)(1—gre_y)

Since r, =0, and from Lemma 1.3, we obtain

g(re—ri_q) rx
(1—gri)(1—gri_y)

147 (x| < = h(rg).
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Finally

—1
[Xp 41— Xpll S = h(re) =741 — T

(7. 01h

Hence the conclusions of this theorem follow easily. |

The two propositions below give examples of operators 4 which satisfy
condition (1) of Theorem 3.1.

ProrosiTiON 3.1.  The operator A = Df(x,) satisfies condition (1) of the
RF-o-theorem.

Proof. Here g=vy=9y(f, Df(x,), Xo). From Lemma 2.3, we have for all
ysuch that 1 —y ||y — x| >0

7 11y —Xoll

147y, xo] f =11l < -
1=y 1y —xoll

Hence for all r, such that ||y —x,| <r<t, it follows
-1 yr
4 [y,xo]f—IHS?W:[r,O]h—i-l<1. |

ProrosiTION 3.2.  If the inequality

X1 —Xoll yot1 < Bo—P1="11,

holds, then the operator A=[x,,xo]f satisfies condition (1) of the
REF-o-theorem.

Proof. Here g=y,=7(f, [x1, xo] f, Xo). Lemma 2.3 establishes the fol-
lowing inequality for 4 =[x, x,] f: for all y such that 1 —y, ||y — x| >0,
we have, with d =1/(1 —y, |xo— x41),

070 |y — x4

ILxy, xo] f 7' [y X0 f— 1| S T——————.
I =0y —xol

Under the assumptions ||y — x| <r<t,, and ||y —x,|| <r—r,, it follows

57’0(”_’”1)_

L1, xo] f ' [y, xo1 f =1l < 1
— Yol
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Let us show now oyo(r—r)/(1 —ypor) < —1+1/(1 —por)=[r,0]h+1. In
fact

0yo(r —ry) Yol 2(5_1))’0"_570”1
1—yor 1 —ypor 1 —yor '
This previous quantity is negative under the condition r<t,<dr;/
(0—=1)=(Bo—P1)/vo llx1 —xol, and the proposition follows. |

Proof of RF-o-Theorem 0.1. Let us verify the assumptions of Theorem
3.1. The assumption 1 —2y || x; — X, is not necessary in this case since the
operator [ x;, xo] fis assumed invertible. The operator [ x;, x,] fis inver-
tible and the inequality 1 — 2y, [x,— x| > 0 holds. From Proposition 3.2,
the condition (1) is satisfied. The inequality by, < (13 —3 \/17)/4 implies in
Proposition 1.1,

B3/ oty
=Yl S——— —, 1= 1,57
4 T(l—1y) 2
Hence
1 1\k—1 N1 T —2p0(Bo— B1)
e _ <[ = b=|= T2 _», Po
Tev1 Tk yo(/)k+1 Pr) <2> <2> 1 —yo(Bo—f1) Po

and we obtain the point estimate on |x;,; —X.|. The point estimate on
|xz— x| is obtained in a similar way. |

Remark 3.1. Proposition 3.1 implies a RF-a-theorem using the Smale’s
invariant y(f, x,). The next section proves under the same assumptions that
the S-sequence also converges.

4. S--THEOREM

In this section we consider 4 = Df(x,) and the universal function A(¢)
with

_ 1 —2y(Bo—p1)

b=
1 —y(Bo—51)

Bos  g=17.

Let us consider the sequence ()0 With sg=0 and s, = f,—f;.
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S-o-THEOREM 4.1. Let x, and x, be two points given in E such that
Df(x,) is invertible. Under the assumptions

e 2y [lx; —xoll <1

o by<3—2/2

¢ 0<fo—pi<ty,
it follows:

(1) The function h(t) has two positive roots, t; <t,, and the sequence
(S) k=0 converges towards t,, as is stated in Proposition 1.2.

(2)
(3)

for k=1,

The analytic function f possesses a zero { € B(x,, t1).

The S-sequence is well defined and converges towards {. Moreover,

X1 — Xl <Spi1— 5k and [xe =l <ty —sg.

Proof. The structure of the proof is similar to the proof of the
RF-a-theorem. We proceed by induction. The point x, is well defined as in
the proof of the RF-a-theorem with

[X2 = Xoll = Bo=152—150 and X2 = x1[| = B1=192—15;.
Since f, — f, <t, the sequence (s;), = converges towards ¢, as described in

Proposition 2.2.
Let us suppose now the x/’s exist for all j, 2<j<k and satisfy

;=X 1l < s;—5,_1.
We first prove that x,.,; is well defined and verifies ||x;,;—x;|| <

Sk+1" 5k

We have
k K
[ X — xol < Z ij_xj—IH + [[x2 — X0l < Z S;—8;_11t 83— 80= k.
j=3 j=3

This implies |[x, —x,l <?; <(by+1)/4y. Since by <3—2 ﬂ, it follows
Y X — xoll <1 —ﬁ/Z. This inequality also holds for £ — 1. Consequently,

V2 1

P Xe—Xoll <1 —Y—<1— .
koo 2 21— X1 —Xol)
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Hence the inequality
2(1 =y lxe = xolD(L =y [ xg =1 — X0 ) —=1>0

holds. By Lemma 2.3, part (2) applied at the points x, x;_;, Xo, the
operator [ x,, x,_;] f is invertible. Hence the point x,_; is well defined.
Moreover, we have the following point estimate:

(1 =y llxg — xol)(1 =y [Ixe —1 — X0l
(T =y lIxe—xol (1 =y [xe—1—x0ll)—1

1L %11/~ Dftxo)l <5
(L= s )(T—psp_y)
T2(1—ps) (1 —ps ) — 1

< -1
[Srs Sk_11n

We now prove ||x; , — X || <5; 1 — ;. We have

[k 1= Xl = 10X X1 T f (x|
<[, Xe—1 1/ 7" Df (o) | I1Df(x0) ™! S,
We have previously obtained an upper bound for ||[ x,, X, 1] f ! Df(x,)ll.

Lemma 2.4 gives an upper bound for | Df(x,) ™" f(x4)|. More precisely, for
k=2

_ b % —Xp 1l 1% — X5 _2]]
IDf(x0) ™1 f(x0)II <
0 S =y 3= xol )1 =7 1 — 1 — Xol (1 =7 X4 _2 — Xoll)

V(S — Sk 1) (S — Sk _2)
D (T —psi (1 —pse_1)(1 *Vskfz).

From Lemma 1.3, this last quantity is equal to A(s,). Finally the previous
point estimates imply

—h(sy)

X — X | S =5 — Sg-
Xk 41 kH\[Sk,Sk,l]h k+1 k

Hence the theorem follows easily. ||
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Proof of S-a-Theorem 0.2. 1t is a corollary of Theorem 4.1. Under the
assumption by <(13—3./17)/4, the quantity g of Proposition 1.2 is
bounded by 1/2. Moreover, always by Proposition 1.2, we have

1 e
Sk+1—5k<y(0k+1—0'k)<<2> b.

We end this proof by straightforward computation. ||

5. RF-y-THEOREM

In this section we prove a general RF-y-theorem. Here ( is a zero of f.
The goal is in estimating the radius of a ball centered in { containing RF
approximate zeros with respectively the quantities y(f, [{, xo] f, {) and

(s Df(O), 0).
We first state a RF-y-theorem relative to the quantity y(f, [, xo] £, {).

THEOREM 5.1. Let x,, x, be given in E and, { be a zero of the analytic
function f. Let us consider the quantities u=y(f, [{, xo] f, {) I — x| and
v=y(/f; [{, xo] /. O) 1{— x| such that

u
R =—<1.
(u, v) 1—u—21)+uv<

Then the RF-sequence (x;); is well defined and converges towards x with
1€ = x| SR, 0) 71 [C = x4, k=1

The RF-y-theorem relative to the quantity y( f, Df({), {) is

THEOREM 5.2. Let xq, x; be given in E and { be a zero of f. Let us

consider the quantities u=7y(f, Df({), ) | —xoll and v=1y(f, Df({), )
I — x| such that

u
S = 1.
(u, v) 1—2u—2v+2uv<

Then the RF-sequence (xy); is well defined, and converges towards { with
IE =il < S, 0) [ =xyll, k=1

The proof of these RF-y-theorems needs some preliminary results.
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LemMma 5.1, Let L be a k-multilinear symmetric application from E* into
L(E, F). For all z, and z, given in E, we have

jl ((k+1) L(tz, + (1 — 1) z,)* — Lz%) dt
0

k—1

=f(k+1) Y <ll‘> F(1— 1) =i Lz k=1 .
0

i=0
Proof. Since L is a k-multilinear symmetric, we have

(k+1) L(tzy + (1 — t) 2,)k — Lz%)
k—1

=(k+1) Z <]:>[1(] )k tLZz k l+((k-‘r )Zk—l)LZ

i=0

Hence the lemma follows easily. |

LEMMA 5.2. Let A be an invertible bounded linear operator from E into
F. Let { be a zero of f. For x, and y given € E, we introduce the quantities
u=y(f; 4,0 [{=xoll and v=y(f, 4, ) |C—yll. Let us suppose 1—u>0
and 1 —v>0. Then we have

—1 u - —
A7y %] F =0 = f O < =y 10—

Proof.  We have simultaneously

[ %] = | DAty +(1=0)xo) dr

1 k+1
o0+ ] ¥ 20+ a0y

and

DY),
sn=(pro+ 3 TR ook -0

k=1
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From Lemma 52 with L=D**'f({)/(k+1)!, z;=y—{, and z,=x,—(,
the quantity 4 Y[ y, xo] f(y—=&) — f(»)) is equal to

P oS (§)ra—oe

k=1 i=0
A~'DE ()

e o0 -0 -0 e

We obtain successively with y( f, 4, {),
A=Yy, xo1 S(y =0 = ()
<[ T k1) Z ( )
0 x>1
x (1 =0~ ’Hy—CH Hlxo—CI* T de ||y =]
<j Y (k+1)

0 xk>1

XYt |y =Cl+ (1 =0) xo = CID* = [y =CI* ) dt ||y = |

1 1 i
<jo <(1—tv—(1 —t)u)z_(l —tv)2> Iy =l

Iy =<l

<%
(I —u)(1 —v)

Hence the lemma is proved. ||

We next define the following functions of two real variables:

d(u,v)=1—u—2v+uv, R(u,v)=

¢(u v)’

We state obvious properties of the function R(u, v).
LemMma 5.3. (1) For all ue[0,1/3] and 0<v<(1—3u)/(2—u), we
have R(u, v)<1/2.

(2) In particular, for all uel0,(5—./21/2] and 0<w<(l —5u+
2u)/(2 —u), we have R(u, u+w)<1/2.

(3) For all u and v such that ¢(u, v) >0, the function v — 1/¢(u, v) is
a continuous strictly increasing function.

Proof. The proof is obvious and left to the reader.
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PrOPOSITION 5.1. Let { be a zero of f. For x, and y given € E, let us
consider the quantities

u=y(fi[&xo] £ 1E=x0l,  v=p([{ X010 18—yl

Let us suppose ¢(u, v) > 0. Then the point z=y — ([ y, xo] )~ f(p) is well
defined, and we have

Iz =Cll < R(u, v) [y =<l

Proof. Let us consider 4=[(, x,] f. Let us show that (1 —u)(1 —v)/
é(u,v) is an upper bound for ||[y, xo] f'[{ x0] fl. The inequality
¢(u, v) >0 is equivalent to (1 —u)(1 —v)>0. From Lemma 2.3, part (1),
the operator [y, x,] f is invertible, and the point z is well defined.
Moreover

- ! _(—u(1-v)
ILy, xo] f [(axo]fH<1_U/(1_u)(1_v)_ d(u, v)

We now write
lz—=Cl =y —=C—= [y xo1 ) W
<Ny 201 f UL x01 fINICEE 201 /)7 Ly xo1 Sy =0 = f(2))I.

Using Lemma 5.2 which gives an upper bound for [[([{, xo] f) !
([y, xo1 f(y—0C)—f(»)|, the result follows easily. ||

Proof of the RF-y-Theorem 5.1. We proceed by induction. For k=1,
it is obvious. Let us suppose x, is well defined and [x,—{||<
R(u, v)*~" x; =]l Consequently ||x; — || < | x; —]|. Hence

P, y(f, [x0, (1 12 O) Nl — LI > ¢(u, v) > 0.

From Proposition 5.1 the point x;,;=x;— ([ Xz, Xo] f) " f(xs) is well
defined and satisfies

X4 1 = CIN < R(u, p(f, [x0, C1 £, 0) Ml — L) Ml —C-
From Lemma 5.3, the function v — R(u, v) is strictly increasing, and we have

[Xe41—Cll < R(u, v) [[x—C.

Hence the RF-y-theorem follows. |1
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Proof of RF-y-Theorem 0.3. The condition u/(1 —u—2v+uv)<1/2 is
R(u, v) <1/2. From Theorem 5.1, the result follows easily. |

Proof of Corollary 0.1. Let w=y(f, [{, xo] f, {) Ilx; — xoll. We have
v<u+w. This implies R(u, v) < R(u, u+w). From Lemma 5.3, the condi-

tions u<(5—./21)/2 and 0<w< (1 —5u+2u?)/(2—u) give R(u, u+w)
< 1/2. From Theorem 5.1 the result follows. ||

To prove Theorem 5.2, we introduce the functions

Y(u, v)=1—2u—2v+ 2uv, S(u, v)= b o)

We first have the obvious lemma:

Lemma 54. (1) If 1 —4u—2v+42uv>=0, S(u, v) <1/2.
(2) If1—2u—4v4+2uv=0, S(v, u)<1/2.

(3) For all ue[O,(3—\ﬁ)/2] and 0<w<(1—6u+2u?)/2(2—u),
we have S(u, u+w) < S(u+w, u)<1/2.

(4) For all u>0 and v>0 such that y(u,v) >0, the functions u—
1/Y(u, v) and v— 1)y(u, v) are continuous strictly increasing functions.

ProrosITION 5.2. Let { be a zero of f. For y and z given € E, let us
consider the quantities

u=y(f, DAO, O IK=yll,  v=y(f, DA, ) I —z].

Let us suppose Y(u, v)>0. Then the point z' =z —([z, y] f) ! f(z) is well
defined, and we have

2" =l < S(u, v) Iz =l

Proof. Let us consider 4= Df({). From Lemma 2.3 part (2), the
inequality

2(1=y(£. DF(Q), O) 1€ = yIN(L = (£ DF(C), O) [E—2]) — 1 = (u, v) >0

implies that the operator [z, y] fis invertible. The point z’ is well defined,
and we have the point estimate ||[z, y] /! DF(O)| < (1 —u)(1 —v)/Y(u, v).
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On the other hand, we know, from Lemma 5.2 with 4 = Df({), that the
quantity

u
m lz—l

is an upper estimate |Df(()~ ' ([z, v] f(z—={) — f(2)|. Writing

Iz =Ll =lz=C=([z »1 /)7 f(2)]
<Lz »1 /7' DAOI DA ™ ([ ¥]1 fz =) — f2)ll,

this proposition follows easily. ||

Proof of Theorem 5.2. Substituting ¢ by y and R by S, and using the
previous proposition, this proof is similar to the one of Theorem 5.1. |

Proof of the RF-y-Theorem 0.4. The condition u/(1 —2u —2v + 2uv) <
1/2 is S(u, v) <1/2. From Theorem 5.2, the result follows easily. ||

Proof of Corollary 0.2. Let w=y(f, Df({), ) |x;—x,ll. We have v <
u+w. This implies S(u, v)<S(u, u+w). From Lemma 5.4, part (3),

the conditions u<(3—./7)/2 and 0<w<(1—6u+2u?)/2(1—u) give
S(u, u+w)<1/2. From Theorem 5.2, the result follows. |

6. S--THEOREM

In this section we deal with the quantities

u=y(f; DA, O) llxo—=Ll, v=p(f DA, D) llxy =L,

where { is a zero of f, and x,, x; are two points in E. We also use the
function S(u, v) =u/(1 — 2u — 2v + 2uv). We will use the Fibonacci sequence
i =0, ip=1, iy, =ix+ir_4. k=0.

We first have the following

THEOREM 6.1. Let x, and x, be given in E such that u=

Y DA, O) llxo =Ll and v =y(f, DA(C), O) [y — LI verify

1—3u—2v+2uv>0, and 1—2u—3v+2uv>0.
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Then the S-sequence xi .1 =xX— ([Xe> Xe_11 /)" f(xe), k=1, is well
defined and satisfies for all k =2
¢ =l < S(o, w) 171 S(u, v)e=2 |6 = |
< S(u, 0)%=1 S(u, v)e=271 |x— |-
Proof. We proceed by induction. The inequality 1 —3u—2v+2uv >0
implies S(u, v) <1 and Y(u, v) > 0. Similarly, the inequality 1 —2u —3v+

2uv >0 implies S(v, u) < 1.
We have

¢y =€l = S(v, )=t S(u, v) =1 [lxy = L[ = S(u, 0) S(u, )7 [|xg— L]

Hence the case k =1 holds. Let us suppose that the inequalities hold for all
i, 2<i<k. Consequently || x;,—{|| < |x;—{]| and || x;,— | < |xo—{|. Hence

Y(y(f, DO, O) llxi—a —=CIl - 0/ DA, O) llx; =Ll = ¥(u, v) > 0. From

Proposition 5.2, the point x; ., is well defined and satisfies

141 = CI < SO DA, O Nl — 1 =Ll p(fs DAD), ) lloxge = LI e — €l

Using the induction assumption and the definition of Fibonacci numbers,
it follows

(s D), O)
Yy (f, DI, O) ek — 1 =Ll (s DA, O) e = L1

X X -1 =L e =l

Ik 41— LI <

S(v, u)e-171 S(u, v)k-2

X

4
Y(u, v)
X [[xy = S(v, w)e-2=1 S(u, v)e=s |, =

< S(v, w)*e ™ S(u, v)e=1 26, = ]I.
The inequality [xg . — ¢ <S(v, u)* S(u, v)%-17" |xo—{|| is obtained in
the same way. ||

Proof of the S-y-Theorem 0.5. The case k=1 is obvious. The inequal-
ities 1—4u—2v+uv>0, and 1—2u—4v+2uv>=0 imply respectively
S(u, v)<1/2 and S(v, u) <1/2. From Theorem 6.1, it follows for all k> 2,
)%l =
) xo =Ll 1

e — I < (

<(

NI=  N=
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Proof of Corollary 0.3. Let w=y(f, Df({),{) [ x;—xo]. We have

v<u+w. This implies S(u, v) < S(u, u+w) and S(v, u) < S(u+ w, u). From

Lemma 5.4, part (3), the conditions u<(3— \ﬁ )2 and 0<w<

(1 —6u+2u?)/2(2 —u) give S(u, u+w)<1/2 and S(u+w, u)<1/2. From
Theorem 6.1, the result follows. |

7. PATH-FOLLOWING

We consider the homotopy defined in the Introduction. Remember that
the first path-following method computes the sequence (H1)

Zg, Z1 glven, Zip1=2;—([252:-1] hi+1)_1 hivi(zy), 1<i<k-—1.

THEOREM 7.1. Let us suppose that there exists g(h) >0 and ¢ >0 such
that for all te[0, 1] with h({,)=0, we have

Yy, z, glh) lly=Cll<3e, and g(h) |z—C, || <2e=g(h) |2 =, <e,
where 2 =z — [z, y1 h,) "t h(z).

There exists a subdivision 0=ty <t, < --- <t =1 such that the following
conditions hold with {;:={(,:

— 2o="{o.
— g(h) L1 —Col <e/2, and g(h) ||z, — Coll < /2.
— the z;s of the sequence (H1) satisfy

gh) |z, — (il <e, 0<i<k.
Moreover, we can take

LTI

&
We need the following lemma to prove this theorem:

Lemma 7.1.  Let a subdivision 0=t,<t, < --- <t, =1 be given. Then

k—1
Y 11—l < Ch) Lih).
i=0
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Proof. The identity /,({,) =0 implies {,= — Dh({,) "' h(C,) where (, is
the derivative by respect to . Consequently

k—1

k1 i1 . r
S =Gl < Y [ de= [ 1E ) d
i=0 i

i=0 "% 0

<[ DR hfE)
0

<[ IDRAE) 1 U de
<Clh) L) N

Proof of Theorem 7.1. From Lemma 7.1 we have

k—1
Y i1 =l < Ch) Lih).
i=0

There exists a subdivision, 0=¢t,<t; < --- <t =1, such that the quan-
tities [|{;; —{;ll are equal for i>1 and 2 ||y — &yl < [I{; 41 — ;] Hence

C(h) L(h) _C(h) L(h)
[ e

For the value k=[g(h) C(h) K(h)/¢7+ 1, it follows for i>1,

gh) & =Gl <e
Hence g(h) I, — Coll <3 €541 — ;1 <&/2. Choose z, such that g(h) [z, — G|
<e¢/2. At this step, we proceed by induction to prove that the z;’s defined
by (H1) satisfy
gh) Izl <, iz L. (3)
This inequality holds for i=1. In fact,

glh) llzi =&l < g(h) 20— oll + g(h) 1o —Cill <&

Let us suppose now the inequality (3), for i >1, be given and prove it for
i+ 1. We first have

gh) llzi= Gl < gz = Gl + 16— Gl Se +e=2e.
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On the other hand,
gh) llzioy =Gl < gz = Gl + 162 = Gl Se +2e=3e
By the assumption, it follows g(%) |z;.; — {41l <& The inequality (3)

holds for i+ 1, and the theorem follows. ||

Proof of Theorem 0.6. Let us verify the assumption of Theorem 7.1.
Here g(h)=7y(h). Let us consider y and z such that y(h) ||y —{,| <3e,
and p(h) |lz—{, || <2e. Then S(y(h) ||y =l y(h) Iz =, | < S(3¢, 2¢). This
quantity is equal to 1 for e= (4 — \/B )/6. From Proposition 5.2, the point
2 =z—([z, y]h,) "' h(z) is well defined and satisfies ||z' —¢,| < S(3e, 2¢)
|z—¢,|l =4 z—¢,|l. Hence the result follows Theorem 7.1. |

Let us recall that the second method of path-following is defined by the
sequence (H2)

Zo» yOEB(ZO’ V) given,

e =Yi—([yezd hig ) " (9 v €B(zig g, 1),

where r >0 is given.

THEOREM 7.2. Let us suppose that there exists g(h) >0, e>0, and r >0
such that for all te [0, 1] with h({,)=0, we have

Vz, Wy, (g(h) z=C, 1 <2e, and g(h) |y —zll<r)=g(h) ||/ ={ [ <e,

where 2/ =y —([y,z] h,) "' h(z).
There exists a subdivision 0=ty <t, < --- <t, =1 such that the z;s of the
sequence (H2) satisfy

Z9=0p, gh) |lz;= ¢l <e, 0<i<k.
Moreover, we can take

- [ gD L]

&

Proof. The proof is similar to the proof of Theorem 7.1.
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Proof of Theorem 0.7. Let us recall that 1 >0, e=(3 — \ﬁ)/4 —A/2 and
r,=2MA+ \ﬁ)/(2/1 + \ﬁ— 1). Here g(h) =y(h). Let us verify the assump-
tions of Theorem 7.2. For this, we consider y and z satisfying y(h) |z —{, |
<26 and y(h) |y — = < ry Then S(p(h) Iz — &l (k) Iy — &) <
S(2¢,2e+r;). It is easy to see that this quantity is equal to 1. From
Proposition 5.2, the point z'=z—([z, y]h,) ' h,(z) is well defined and
satisfies ||z/ —{, || <S(2¢,2e+r,) [|z—C,|| =% |z—{,|l. Hence the theorem
follows. |

Let us define the quantity

yelh) = max max {y(h,, [{r, 21 A )2 pthe [ 2T he C) 2 =Gl <)

o0<r<l1

We state two results of complexity of path following using y,(%).

COROLLARY 7.1. Let e=(13—./145)/12~0.079867118 and g(h) = y,,(h).
Then Theorem 7.1 holds.

Proof. Let us consider y and z be such that p;(%) |y —{,| <3¢ and
V3elh) [z = Coll < 2e.

Then R(ys.(h) |y =, I, y3.(h) |z—=C, 1) < R(3e, 2¢). We see that this quan-
tity is equal to 3. From Proposition 5.1, the point z/ =z — ([ z, 1 h,) ~' h(z)
is well defined and satisfies |z’ —{,|| < R(3¢, 2¢) ||z —{, | =1 ||z —¢,||. Hence
the corollary follows. |

COROLLARY 7.2. Let ¢=(5—./21)/4—2>0, g(h)=y,(h), and r;,=
2MA+/21)/(2A+ /21 —1). Then Theorem 1.2 holds.

Proof. Let us consider y,.(h)|z—{,||<2¢ and yeB(z,r;). Then
R(p2o(h) |y = C s 2e(h) 1y = Eoll) < R(2¢, 26 + r,). We see that this quantity
is equal to . From Proposition 5.1, the point z’ =z —([z, y] h,) "' h(z) is
well defined and satisfies |[z' —, || < R(2e,2e+7,) |z—C, | =2 11z—¢,].
Hence the corollary follows. ||

8. MISCELLANEOUS
8.1. Computing a Good Point x,. The goal is to show why
Xy =Xo— 2 Df(x0) 7! f(x0), 0<i<l,

is a good point x,; for the Regula Falsi and secant methods.
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In all of this section we will suppose Df(x,) invertible. We recall that

B =B, Df(xo), xo), ?="7(/; Df(x0), Xo), 7o="7(f, [*1, Xo] /. Xo),
0‘:[’)% ﬁl:ﬁ(.ﬁ [xlaxO].f;xi)a 12051
The two following corollaries are applications of the RF-a-Theorem 3.1

and S-a-Theorem 4.1 in this choice of point x,. The case 4 = Df(x,) in the
RF-a-Theorem is studied in the following corollary.

COROLLARY 8.1. Let A€[0,1], and suppose that the point x;=x,—
A Df(x9) " f(xo) is well defined. Let b= ((1—2y(fo— 1))/(1 = 1(Bo—B1)) Bo-

(1) If 220 <1—/a, then by <a.
(2) If the inequalities

5—/13
by<3-22, and Ja <=~ 02324081207

hold, then the points x, and x, satisfy the assumptions of the RF-o-Theorem
and S-o-Theorem.

Corollary 8.2 studies the case 4 =[x, xo] /-

COROLLARY 8.2. Let A€[0, 1] and the point x,=x,— /A Df(x,) " f(x,)
is well defined. Let A=[xy,xo]lf and b= ((1—-2yyfo—p1))/(1—

Yo(Bo—B1))) Po-
(1) If 2AByo<1—./Pyo then we have

Byo(1 —24py,)

by, <
TS T8,

< Bro-
(2) If the inequalities

~0.2612038749

2
byo<3—22,  and o< V2
4+ ﬁ
hold, then the points x, and x, satisfy the assumptions of the RF-o-Theorem.
(3) In particular if

Bro<¥—2./2— 4. /44 /2 —43~0.1802953273

the points x, and x,=x,— Df(x,) " f(xo) satisfy the assumptions of the
RF-a-Theorem.
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We first state

Lemma 8.1. Let us suppose 1 —2a>0. For x, =x,— 2 Df(x,) ! f(x),
0< A<, we have the point estimates

e gl
@ pe(1-i ) () s

3 pr<i-npor by

) V"gll:z/ljay'

(5) Po—Bi<Ap.

Proof. Part (1) is a direct consequence of Lemma 2.3, part (3) and
part (4) with ||x; — x,| = 4. Parts (2) and (3) provide the point estimate
obtained with the Taylor formula

A2By(fs A, Xo)

1A= (x| <(1—i)ﬂ(f;ADXO)le—iﬁy(fA Xo)

B.

where A4 = Df(x,) or A=[x,,x,] f~". Part (4) is easy and left to the
reader. Let us prove part (5). Under the condition 1 —2a >0, and from
Lemma 2.3, the operator [x;,x,]f is invertible. The definition of
[xy, xo] f implies

Po—B1=II([x1,x0] /)™ f —[([x11> X011 /)~ f(xl)”
<Ix1s x01 f 7 (fxo) = flx))l = xo—x1 [ =25. |

PROPOSITION 8.1. If 1 —3/fy,>0 or Jx<(5—1/13)/6, then B, < .

Proof. From Lemma 8.1, parts (1) and (3), we have

B <<1 —)L+lf22%)> Bo-
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Hence it is sufficient to have

/12
PP R
1 —248y,
This inequality is trivially satisfied if 1 —34f8y,>0. Moreover, using the
point estimate (4) of Lemma 8.1, it is sufficient to have

1 —
1 —2Ax

3

A<,

ie, 1—5%a+3(J0)?>=>0. For Aa<(5—./13)/6 this previous inequality
holds. ||

PROPOSITION 82. If 220 <1 —./a, the point x,=xo— 7 Df(xo) ™" f(x,)
satisfies the inequality

1 1
br=por (2= ) <O+ (2- ) <

Proof. A straightforward computation shows that the function

1
t t| 22—
- < 1t+Vﬁ1>

is an increasing function for 7€ [0, 1 + 8, —%./2(1 +7B;)]. From Lemma
8.1, part (5), we have f,<f; + Af. Let us show that the condition 2ia <

1 —/a implies y(fy+481) < L+ 9f1 — 5 /2(1+9By).

In fact, the inequality /2(1 + yf,) <2(1 — Aa) is equivalent to 1+ yf; <
2(1 — 4a)?. From Proposition 8.1, part (2), we have yf, <(1—24)((1 — i)/
(1 —22a)) a+ A%%/(1 —2Aa). Hence it is sufficient to verify 1+ (1—4)
(1= 200)/(1 = 240)) o + A% /(1 — 22) < 2(1 — Ax)%, ie.,, —(1 — Aa)(42%0> —
4lo+ 1 —a) <0. Hence, we find 2Aa <1 —\/&.

Then, we can write, with By <(B,+i8)y<(1 =i+ 1%/(1 —Ja))
((1—=2o)/(1 =220)) a + e = ((1 — Ao) /(1 —27a)) e,

- 1—Ja ) 1
ST 1=

S |
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Proof of Corollary 8.1. From Proposition 8.2, the condition 2Ax <
1— \/& implies by <a.

Let us prove now part (2), and verify the assumptions of the RF-a-
Theorem 3.1 with 4 = Df(x,). From Proposition 3.1, the operator Df(x,)
satisfies the condition (1). From Proposition 8.1, the condition Aa<
(5— \/ﬁ)/6 ensures both 1 —24a >0, and f, <f,. On the other hand, we

know (fo—f1)y<ia<(5—./13)/6<1 —\/5/2. Moreover, we have

Bi(1 =2(Bo—f1)7)

"o =)= o= B0y

> 0.

From Lemma 1.4, we obtain f,— f; <t,.
The assumption by, <3 —2 ﬁ achieves the proof of the corollary. |

PROPOSITION 8.3. If 2AByo<1—./Pyo, the point x;=x,— 7 Df(xy) *
f(xo) satisfies the inequality

1
byo=Povo\ 22—~
7y ﬁ 7 ( 1—70(ﬂ0_ﬁ1)>
Byo(1—22fy,)
g(ﬁ1+iﬁ)yo<2_l_iﬁy0>\ (1—=ABye)*

Proof. From Lemma 8.1, B, <(1— A+ 2%Byo/(1—=2270)) Bo<((1—21)
(1= 200)/(1 —24a)) + A2Byo/(1 — 22870)) Bo. As in the proof of Proposition
8.2, we can write under the condition 248y, <1 —./f7,

7080 <2 —1_%(;%_%) <701+ 5) <2 1 _zﬁ%)

Now from Lemma 8.1, part (3) and part (5), we get B, <(1—241)
(B1+ AB) + (A2Byo/(1 — AByo) B. Hence after computation

B

<
/>’1+/1/3\1_M),y0-

It follows that

by <— P00 <2 ! >:ﬂyo(1—2iﬂyo) '

1—JBpo\~ 1—=1Bro)  (1—Afye)*
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Proof of Corollary 8.2. The first part follows from Proposition 8.3.
In order to prove part (2), we verify now the assumptions of the RF-a-
Theorem 3.1 with 4 =[x, xo] f.

We first prove that the operator [x;, x,] f verifies the condition (1).
According to Proposition 3.2, it is sufficient to prove ||x; — Xl o1 <

Bo—Pir. Since yor, <1—./2/2 we show AB(1 —./2/2) + f, <B,. In fact
using Lemma 8.1 and Afy, <ﬁ/(4 +ﬁ), we have

iﬁ<1—\f>+ﬂ1<2< —ﬂ>1_wy°ﬁo+(l—/1)ﬂo+mﬁo

2 ) 1=2By, 1 =248y,
M4+ /2) 2o —+/2)
<(1+ AT poshe

Hence Af(1 —ﬂ/2) + B, <Py, and the operator [x,,x,] f verifies the
condition (1).

From Proposition 8.1, the condition iﬂyosﬂ/(4+ﬂ) < 1/3 ensures
Br <o, and Bo— 1 <A< (1/0)(1—1/2/2).

On the other hand, since (fy— f1) 7o < APy < ﬂ/(4 + ﬂ), we have

_ Bi(1=2(Bo—B1) 7o) V2
g =BG Reslp, (1-F ) o0

From Lemma 1.4, we obtain f,— f; <t;.

Finally, since by, <3—2 ﬁ, all the assumptions of the RF-a-Theorem
are satisfied.

Let us show part (3). Let A=1. In order that by, <3 —2./2, it is suf-
ficient to have

1-2
lgyo(l_ﬁ[;:;’z<3<2ﬁ and 2ﬁ?0<1_\/m‘

A straightforward computation gives the result announced. The corollary is
proved. ||

8.2. Case of Polynomial Systems of Degree Two. Many applications
need to solve polynomial systems of degree two. We make precise
o-theorems and y-theorems for these systems. The universal function is in
this case

ﬁO 2
i) =—Po
D=1y —py T
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with g=9(f, [x1, Xo] f, Xo) or g=y(f, Df(x,), xo). We obtain the three
following theorems.

THEOREM 8.1.  The N alpha theorem holds with o< %. Moreover t, < 3.

THEOREM 8.2. The RF alpha Theorem 0.1 holds with 0 < o — f, <t; and
by < 3. Moreover 1, < 3.

THEOREM 8.3. The S alpha Theorem 0.2 holds with 0 < fo—f,<t, and
by <%. Moreover t; < 3.

Let { be a zero of the polynomial system f of degree two. The y-theorems
become

THEOREM 8.4. The N-y-theorem holds for all x, such that y(f, Df({), {)
[xo—C| <i. Moreover, the Newton sequence N verifies

[{—xell < L ZLIHC— [ < EZH [{—xoll k=0
Ml S\T 22 Yol s {5 Yol =

THEOREM 8.5. The RF-y-Theorem 0.3 holds with u/(1 —v)<3.
THEOREM 8.6. The RF-y-Theorem 0.4 holds with u/(1 —u—v)<3.

THEOREM 8.7. The S-y-Theorem 0.5 holds with u/(1 —u—v)<3 and
v/(1—u—v)<3i.

8.3. Computing the Divided Difference Operator. Let us consider x € C”,
and let f(x)=(fi(x), ..., f,,(x)) =0 be an analytic system. The computation
of the operator [y, x] f does not need the knowledge of the derivatives
D*f(x). In fact, by definition

[y, x1f =Ly x]; [ <i<n>

1<j<n
with the convention
Siis e Vi1 Vis Xji1s e Xp) = i Y15 oo Vic1s X Xjy1s eens X,)
Yi—Xj
= ity #x;,
i
7(}}19"'9 yj—laxj)xj+la'"s xn) else.

ox;

J
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The interesting case is when for all j, we have y; # x;. In fact, each iteration
of the secant type method requires the evaluation of the functions f;’s at the
points

(x1> ey xn)> (yls X2 ey xn)a (yla Va2, X3, s xn)s () (yla () yn)

But, if we consider that the functions f;’s have been evaluated in (x4, ..., x,,)
at the step k — 1 of the iteration, then the step k needs exactly n? evalua-
tions at the points

(yls X5 ey xn)s (yla Vo, X3, s Xn)a () (yla ooy yn)»

to get the operator [y, x] f.

Comparatively the Newton method requires the evaluation of n functions
and of n? partial derivatives at each step. In conclusion the secant type
methods may be used when the evaluation of the derivative is difficult, or
when the functions are not known explicitly, but are, for example,
evaluated by straight line programs.
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