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Chapter 1
Introduction

Sergio Amat

This book is devoted to the approximation of nonlinear equations using iterative
methods. This area, as a subfield of Applied Mathematics, remains an active branch
of research. Many problems in Computational Sciences and other disciplines can be
stated in the form of a nonlinear equation or system using mathematical modeling.
In particular, a large number of problems in Applied Mathematics and Engineering
are solved by finding the solutions to these equations.

Study on the convergence of iterative methods usually centers on two main
issues: semilocal and local convergence analysis. The former is based on the
information around an initial point, and amounts to giving convergence conditions
guaranteeing the convergence of the iterative process, while the latter is based on
the information around a solution to find estimates of the radii of the convergence
balls. Selection of the most efficient and robust iterative method for a given problem
is crucial to guarantee good approximation results. The order of convergence, the
computational cost, and the stability, including the dynamics, are properties that we
can use to select the iterative method to be used.

This volume includes nine contributions relating to definition of the methods
and to their analysis, including convergence, efficiency, robustness, dynamics, and
applications.

The first chapter revisits some advances in the definition and analysis of
Steffensen-type methods. The most important property of these methods is the
absence of the computation of any derivative while nevertheless preserving the order
of convergence of the Newton-type methods. In particular, we can approximate not
only differentiable equations, but also non-differentiable ones.
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2 S. Amat

We review some of the recent proposals and some of the convergence theories,
including the extension of these methods to the Banach space setting.

The second chapter is devoted to the Newton method for convex optimization.
The mathematical analysis uses the notions of generalized Lipschitz conditions
and majorizing sequences. Semilocal convergence analysis of (GNA) using L-
average conditions is presented. Convex-majorant conditions are used for the
semilocal convergence. Numerical examples to illustrate theoretical results, as well
as favorable comparisons with earlier studies, are included.

In the third chapter, we are concerned with the problem of presenting a unified
local convergence analysis of the inexact Newton method with relative residual
error tolerance in order to approximate a singularity of a differentiable vector field
on a complete Riemannian manifold setting. Using a combination of a majorant
and a center majorant function, we present a local convergence analysis with the
following advantages over earlier works using only a majorant function: a larger
radius of convergence, more precise estimates on the distances involved, and a larger
uniqueness ball. These advantages are obtained under the same computational cost
of the functions and parameters involved. Special cases demonstrate the theoretical
result as well as the advantages over earlier studies presented in the chapter.

A survey on the existing techniques utilized to design optimal iterative schemes
for solving nonlinear equations is presented in the fourth chapter. Attention is
focused on procedures that use some evaluations of the derivative of the nonlin-
ear function. After introducing elementary concepts, the methods are classified
according to the optimal order reached; some general families of arbitrary order are
presented as well. Later, techniques of complex dynamics are introduced, as this is
a resource recently used by many authors in order to classify and compare iterative
methods of the same order of convergence. Finally, numerical tests are given to show
the performance of some of the mentioned procedures, and conclusions are stated.

In the fifth chapter, we present, starting from the Kantorovich theory for New-
ton’s method, two variants of the classic Newton-Kantorovich study that guarantee
the semilocal convergence of the method for solving nonlinear equations.

The sixth chapter deals with the enlargement of the region of convergence of
Newton’s method for solving nonlinear equations defined in Banach spaces. We
have used a homotopy method to obtain approximate zeros of the considered
function. The novelty in our approach is the establishment of new convergence
results based on a Lipschitz condition with an L-average for the involved operator.
In particular, semilocal convergence results, as well as local convergence results, are
obtained.

In the seventh chapter, we introduce a family of iterative processes in Banach
spaces with an R-order of convergence of at least three. It includes the most
popular iterative processes as particular cases. We also include their algorithms
in series development. A study of the general semilocal convergence theorem for
the new family is presented, and we also include information about the existence
and uniqueness of solution, and a result on the a priori error estimates that leads
to the third R-order of convergence of the iterative processes of the family. We
analyze the accessibility domain for the family so defined. We define a hybrid
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iterative method that uses Newton’s method as predictor and iterative processes of
the family as correctors, so that it takes advantage of the domain of parameters
of the predictor method and the speed of convergence of the corrector method.
So, from the same starting points of Newton’s method, predictor-corrector iterative
methods converge with the same rate of convergence as iterative processes of the
family. Finally, a new uni-parametric family of multi-point iterations is constructed
in Banach spaces to solve nonlinear equations. The semilocal convergence and the
R-order of convergence of the new iterations are analyzed under Kantorovich-type
conditions.

The relaxed Newton’s method modifies the classical Newton’s method with a
parameter in such a way that when it is applied to a polynomial with multiple
roots and we take as parameter one of these multiplicities, the order of conver-
gence to the related multiple root is increased. For polynomials of degree three
or higher, the relaxed Newton’s method may possess extraneous attracting (or
even super-attracting) cycles. The eighth chapter presents some algorithms and
implementations that allow us to compute the measure (area or probability) of
the basin of a p-cycle when it is taken in the Riemann sphere. We quantify the
efficiency of the relaxed Newton’s method by computing, up to a given precision,
the measure of the different attracting basins of non-repelling cycles. In this way, we
can compare the measure of the basins of the ordinary fixed points (corresponding
to the polynomial roots) with the measure of the basins of the point at infinity, and
the basins of other non-repelling p-cyclic points for p > 1:

The aim of the ninth chapter is to provide an overview of theoretical results and
numerical tools in some iterative schemes to approximate solutions of nonlinear
equations. We examine the concept of iterative methods and their local order
of convergence, numerical parameters that allow us to assess the order, and the
development of inverse operators (derivative and divided differences). We also
provide a detailed study of a new computational technique to analyze efficiency.
Finally, we end the chapter with a discussion on adaptive arithmetic to accelerate
computations.

This book will appeal to researchers whose field of interest is related to nonlinear
problems and equations, and their approximation.



Chapter 2
An Overview on Steffensen-Type Methods

S. Amat, S. Busquier, Á.A. Magreñán, and L. Orcos

Abstract In this chapter we present an extensive overview of Steffensen-type
methods. We first present the real study of the methods and then we present the
complex dynamics related this type of methods applied to different polynomials.
We also provide an extension to Banach space settings and an application to a
Boundary Value Problem. We finish this chapter with contributions to this matter
made by other authors.

2.1 Introduction

One of the most studied problems in Numerical Analysis is the approximation of
nonlinear equations. A powerful tool is the use of iterative methods. It is well-known
that Newton’s method,

x0 2 ˝; xn D xn�1 � ŒF0.xn�1/��1F.xn�1/; n 2 N;

is one of the most used iterative methods to approximate the solution x� of F.x/ D 0.
The quadratic convergence and the low operational cost of Newton’s method ensure
that it has a good computational efficiency.

If we are interesting in methods without using derivatives, then Steffensen-type
methods will be a good alternative. These methods only compute divided differences
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and can be used for nondifferentiable problems. Moreover, they have the same order
of convergence than the Newton-type methods. For instance, if the evaluation of
F0.x/ at each step of Newton’s method is approximated by a divided difference of
first order Œx; x C F.x/IF�, we will obtain the known method of Steffensen,

x0 2 ˝; xn D xn�1 � Œxn�1; xn�1 C F.xn�1/IF��1F.xn�1/; n 2 N;

which has quadratic convergence and the same computational efficiency as New-
ton’s method. Recall that a bounded linear operator Œx; yIF� from X into X is
called divided difference of first order for the operator F on the points x and y
if Œx; yIF�.x � y/ D F.x/ � F. y/. Moreover, if F is Fréchet differentiable, then
F0.x/ D Œx; xIF�.

The organization of the paper is as follows. We start in Sect. 2.2 with the study of
scalar equations. We present in Sect. 2.2.1.1 some convergence analysis and some
dynamical aspects of the methods. Some numerical experiments and the dynamics
associated to the previous analysis is presented in Sect. 2.2.1.2. In Sect. 2.4, we
study the extension of these schemes to a Banach space setting and give some
semilocal convergence analysis. Finally, some numerical experiments, including
differentiable and nondifferentiable operators, are presented in Sect. 2.5. Finally,
other contributions are reported in Sect. 2.6.

2.2 The Real Case

Steffensen’s method is a root-finding method [39], similar to Newton’s method,
named after Johan Frederik Steffensen. It is well know that Steffensen’s method also
achieves quadratic convergence for smooth equations, but without using derivatives
as Newton’s method does. In this section, we recall the convergence analysis for
semismooth equations that is less popular.

2.2.1 Semismooth Equations

In [9, 31] the definition of semismooth functions is extended to nonlinear operators.
We say that F W Rn ! R

n is semismooth at x if F is locally Lipschitz at x and the
following limit

lim
V2@F.xCth0/h0!h;t#0

Vh0

exists for any h 2 R
n, where @F is the generalized Jacobian defined,

@F .x/ D conv@BF .x/
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Most nonsmooth equations involve semismooth operators at practice [32]. We
say that F is strongly semismooth at x if F is semismooth at x and for any

V 2 @F .x C h/ ; h ! 0;Vh � F0 .xI h/ D O
�
khk2

�
.

For n D 1, we denote by ıF .x; y/ the divided differences of the form:

ıF .x; y/ D F .x/� F . y/

x � y
:

For the convergence analysis we will need the following result.

Lemma 1 Suppose that F is semismooth at x� and denote the lateral derivatives of
F at x� by

d� D �F0 �x��� ; dC D F0 �x�C�

then

d� � ıF .u; v/ D o .1/ u " x�; v " x�;

dC � ıF .u; v/ D o .1/ u # x�; v # x�:

Moreover if F is strongly semismooth at x�,then

d� � ıF .u; v/ D O
�ju � x�j C jv � x�j� u; v < x�;

d� � ıF .u; v/ D O
�ju � x�j C jv � x�j� u; v > x�:

2.2.1.1 A Modification of Steffensen’s Method and Convergence Analysis

The classical Steffensen’s method can be written as

xnC1 D xn � ıF .xn; xn C F.xn//
�1 F .xn/ :

Our iterative procedure would be considered as a new approach based in a better
approximation to the derivative F0 .xn/ from xn and xn C F.xn/ in each iteration. It
takes the following form

xnC1 D xn � ıF .xn; Qxn/�1 F .xn/ (2.1)

where Qxn D xn C ˛njF.xn/j.
These parameters ˛n 2 R will be a control of the good approximation to the

derivative. Theoretically, if ˛n ! 0,then

ıF .xn; Qxn/ ! F0 .xn/ :
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In order to control the stability in practice, but having a good resolution at every
iteration, the parameters ˛n can be computed such that

tolc << j˛njF.xn/jF.xn/j � tolu;

where tolc is related with the computer precision and tolu is a user’s free parameter.
As the classical Steffensen’s method the modification (2.1) needs two evaluations

of the function in each iteration and it is quadratically convergent in the smooth
case. In the next theorem, we prove that the iterative method (2.1) is quadratically
convergent for strongly semismooth equations as well.

Theorem 1 Suppose that F is semismooth at a solution x� of F .x/ D 0. If d� and
dC are nonzero, then the algorithm (2.1) is well defined in a neighborhood of x�
and converges to x� Q-superlinearly. Furthermore, if F is strongly semismooth at
x�, the converge to x� is Q-quadratic.

Proof We may choose x0 sufficiently close to x� (and/or ˛n sufficiently small) such
that we have either x0; Qx0 > x� or x0; Qx0 < x�. According to Lemma 1 is well defined
for k D 0. It is easy to check that

jQxn � xnj D O.jF.xn/2j/ D O.jxn � x�j2/:

Then from Lemma 1,

ıF .xn; Qxn/ D ıF
�
xn; x

��C o.1/ D dC C o.1/ .or d� C o.1//:

Thus,

jxnC1 � x�j D jxn � x� � ıF .xn; Qxn/�1 F.xn/j
� jıF .xn; Qxn/�1 j jF.xn/� F.x�/� ıF .xn; Qxn/ .xn � x�/j
� jıF .xn; Qxn/�1 j jıF �xn; x�� � ıF .xn; Qxn/ j jxn � x�j
D o.jxn � x�j/:

And we obtain superlinear convergence of fxng. If F is strongly semismooth at
x�, we may prove similarly the Q-quadratic convergence of fxng. ut

At practice, this modified Steffensen’s method will present some advantages.
Firstly, since in general ıF .xn; Qxn/ is a better approximation to the derivative F0 .xn/
than ıF .xn; xn C �jF.xn/jF.xn// the convergence will be faster (the first iterations
will be better). Secondly, the size of the neighborhood can be higher, that is, we can
consider worse starting points x0 (taking ˛0 sufficiently small), as we will see at the
numerical experiments. Finally, if we consider � sufficiently small in order to obtain
similar results at the first iterations and solving the above mentioned disadvantages,
then some numerical stability problems will appear at the next iterations.

See [32] and its references for more details on this topic.



2 An Overview on Steffensen-Type Methods 9

2.2.1.2 Numerical Experiments and Conclusions

In order to show the performance of the modified Steffensen’s method, we have
compared it with the classical Steffensen’s method and the modified secant’s type
method proposed in [34]. We consider tolu D 10�8 >> tolc. We have tested on
several semismooth equations. Now, we present one.

We consider

F .x/ D
�

k.x4 C x/ if x < 0
�k.x3 C x/ if x � 0

(2.2)

where k is a real constant.
For x0 D 0:1 and k D 1, all the iterative method are Q-quadratically convergent,

see Table 2.1. Nevertheless, for � small the method proposed in [34] has problems
with the last iterations. If we consider a stop criterium in order to avoid this problems
then we would not be arrived to the convergence. However, our scheme converges
without stability pathologies.

If we consider now x0 D 1 and k D 10, the classical Steffensen’s method and
the modified secant method with � D 1 have problems of convergence, in fact they
need 258 and 87;174 iterations to converge respectively, see Table 2.2.

The other schemes obtain similar results as before, see Table 2.3.
Finally, in Tables 2.4 and 2.5 we take different initials guesses and different

values of k. In these tables, we do not write the results for Steffensen’s and for � D 1

because in all cases the method do not converge after 106 iterations. On the other
hand, if � is not small enough the convergence is slow, but if it is too small stability

Table 2.1 Error, Eq. (2.2) k D 1, x0 D 0:1

Iter. Steff. � D 1 � D 10�4 � D 10�8 tolu D 10�8

1 1:38e � 03 3:62e � 04 2:99e � 04 2:99e � 04 2:99e � 04

2 5:09e � 11 5:19e � 14 1:72e � 13 5:21e � 09 2:26e � 14

3 0:00e C 00 0:00e C 00 NaN NaN 0:00e C 00

Table 2.2 Iterations and
error, Eq. (2.2) k D 10,
x0 D 1

Steff. � D 1

256 1:00e � 02 87172 3:22e � 02

257 1:41e � 06 87173 3:42e � 05

258 0:00e C 00 87174 0:00e C 00

Table 2.3 Error, Eq. (2.2)
k D 10, x0 D 1

Iter. � D 10�4 � D 10�8 tolu D 10�8

5 1:26e � 02 1:13e � 02 1:13e � 02

6 7:49e � 07 4:79e � 07 4:92e � 07

7 9:08e � 14 7:84e � 09 0:00e C 00

8 8:32e � 15 NaN

9 NaN
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Table 2.4 Final iteration and
error, Eq. (2.2), x0 D 1

k � D 10�4 � D 10�8 tolu D 10�8

103 50870 3:88e � 13 14 3:68e � 15 12 0:00e C 00

104 > 106 17 0:00e C 00 15 0:00e C 00

106 > 106 > 106 20 0:00e C 00

108 > 106 > 106 26 0:00e C 00

1016 > 106 > 106 47 0:00e C 00

Table 2.5 Final iteration and
error, Eq. (2.2), k D 1

x0 � D 10�4 � D 10�8 tolu D 10�8

4 13 4:20e � 13 9 6:14e � 09 9 0:00e C 00

8 457095 1:27e � 13 11 2:42e � 09 12 0:00e C 00

16 > 106 20 3:46e � 09 14 0:00e C 00

32 > 106 > 106 16 0:00e C 00

problems appear, as we said before. Our iterative method gives goods results in all
the cases.

2.3 Dynamics

In the last years many authors has been studied the dynamics of iterative methods
[7, 8, 13, 14, 27]. This classical methods require the computation of the inverse of
derivatives which is well known that it can involves a very high computational cost,
so other authors have worked in developing tools in order to study nondifferentiable
methods [28] and studying the dynamics them [10, 15, 26].

We begin the study with the modification of the following classical iterative
methods:

1. Newton

xnC1 D xn � f .xn/

f 0

.xn/
:

2. Two-steps

yn D xn � f .xn/

f 0

.xn/
;

xnC1 D yn � f . yn/

f 0

.xn/
:

3. Chebyshev

xnC1 D xn �
�
1C 1

2
Lf .xn/

�
f .xn/

f 0

.xn/
:
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4. Halley

xnC1 D xn �
 

1

1 � 1
2
Lf .xn/

!
f .xn/

f 0

.xn/
;

where

Lf .x/ D f .x/f 00.x/
f 0.x/2

:

We denote by Œ�; �I f � and Œ�; �; �I f � the first and the second divided difference of
the function f .

Our modify Steffensen-type methods associated to the above schemes write:

1. Modify Steffensen

xnC1 D xn � f .xn/

Œxn; xn C ˛n f .xn/I f � :

2. Modify Steffensen-Two-steps

yn D xn � f .xn/

Œxn � ˛n f .xn/; xn C ˛n f .xn/I f � ;

xnC1 D yn � f . yn/

Œxn � ˛n f .xn/; xn C ˛n f .xn/I f � :

3. Modify Steffensen-Chebyshev

xnC1 D xn �
�
1C 1

2
Lf .xn/

�
f .xn/

Œxn � ˛n f .xn/; xn C ˛n f .xn/I f � :

4. Modify Steffensen-Halley

xnC1 D xn �
 

1

1 � 1
2
Lf .xn/

!
f .xn/

Œxn � ˛n f .xn/; xn C ˛n f .xn/I f � ;

where

Lf .x/ D f .x/Œxn � ˛n f .xn/; xn; xn C ˛n f .xn/I f �
Œxn � ˛n f .xn/; xn C ˛n f .xn/I f �2 :

These methods depend, in each iteration, of some parameters ˛n. These param-
eters are a control of the good approximation to the derivatives. In order to control
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the accuracy and stability in practice, the ˛n can be computed such that

tolc <<
tolu
2

� jj˛n f .xn/jj � tolu;

where tolc is related with the computer precision and tolu is a free parameter for the
user.

The classical Steffensen-type methods use ˛n D 1.
In this section we compare the dynamics of the above methods to introduce the

benefits of using the parameters ˛n. In the experiments we have taken tolu D 10�6.
We approximate the roots of polynomials. We use different colored painting

regions of convergence of each root and dark violet is used for no convergence.
We include only the examples for p.z/ D z3 � 1 but similar conclusions are

obtained for other examples.
The clear conclusion is that the good approximation of the derivatives (for

instance using the parameters ˛n) is crucial to remain the characteristic of the basins
of attraction. The classical Steffensen-type methods (˛n D 1) have smaller basins
of attraction and great regions of no convergence (Figs. 2.1, 2.2, 2.3 and 2.4).

Fig. 2.1 Basins of attraction for p.z/ D z3 � 1. Left: Steffensen’s method, Middle: Newton’s
method, Right: modified Steffensen’s method

Fig. 2.2 Basins of attraction for p.z/ D z3 � 1. Left: two-steps Steffensen’s method, Middle:
two-steps Newton’s method, Right: modified two-step Steffensen’s method
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Fig. 2.3 Basins of attraction for p.z/ D z3 � 1. Left: Chebyshev-Steffensen’s method, Middle:
Chebyshev’s method, Right: modified Chebyshev-Steffensen’s method

Fig. 2.4 Basins of attraction for p.z/ D z3�1. Left: Halley-Steffensen’s method, Middle: Halley’s
method, Right: modified Halley-Steffensen’s method

2.4 Extension to Banach Space Setting

We only consider the case of second order methods, but similar results can be found
for higher order methods.

2.4.1 Convergence Analysis

We consider both type of equations: F.x/ D x and the usual F.x/ D 0.
First of all, we must recall the expression of the method for fixed point type

equations:

xnC1 D xn C .I � ŒF.xn/; xnIF�/�1.F.xn/� xn/: (2.3)



14 S. Amat et al.

Theorem 2 Let B be an open convex set of a Banach space X. Let F W B � X ! X
be a nonlinear operator, with divided difference in B � X. Let x0 be such that

jjF.x0/ � x0jj � a0 (2.4)

jj.I � Œ˛0.F.x0/ � x0/C x0; x0IF�/�1jj � b0 (2.5)

jjŒx0

; x
00 IF�� Œ y

0

; y
00 IF�jj � k � .jjx0 � y

0 jj � jjx00 � y
00 jj/ (2.6)

para todo x
0

; x
00

; y
0

; y
00

en S0 D fx W jjx � x0jj � max.a0; 2a0b0/g. Si S0 � B,
˛n < 2˛n�1 .˛n 2 .0; 1�;8n/ y h D 2ka0b0.˛0 C b0/ � 1

2
then, the sequence fxng

given by (2.3) is well defined and converges to a fixed point of F.x/. Moreover, x�
belong to the ball

jjx � x0jj � a0b0.1 � p
1 � 2h0/

h0
; (2.7)

and the convergence radius is give by

jjxn � x�jj � a0b0.2h0/2
n

2nh0
: (2.8)

Finally, if condition (2.6) is held in jjx � x0jj � a0 C a0b0.1Cp
1�2h0/

h0
D a0 C M0

the fixed point x� in unique in the ball jjx � x0jj < M0.

The basic hypothesis given in the previous theorem is that the divided difference
of F was Lipchitz in any ball in a neighbourhood of the initial iteration, in particular
the Fréchet derivative of F exists. In some recent works [20–22] (for secant
methods), Hernández and Rubio relax these hypotheses and they only suppose that
the divided difference satisfy that

jjŒx; yIF� � Œv;wIF�jj � !.jjx � vjj; jjy � wjj/; x; y; v;w 2 B

where ! W RC � RC ! RC is a nondecreasing continuous function in both
components.

In the next theorem, we will extend that theory to our method

xnC1 D xn � .Œxn; xn C ˛nF.xn/IF�/�1F.xn/ (2.9)

in order to solve the equation F.x/ D 0.

Theorem 3 Let X be a Banach space. Let B be an open convex subset of X and let
suppose that there exists a divided difference of first order of G such that

jjŒx; yIF� � Œv;wIF�jj � !.jjx � vjj; jjy � wjj/; x; y; v;w 2 B
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where ! W RC � RC ! RC is a nondecreasing continuous function in both
components. Let ˛n be such that jj˛nG.xn/jj � tolu.

Let x0 2 B and let suppose that

1) jj� �1
0 WD Œx0; x0 C ˛0G.x0/IF��1jj � ˇ.

2) jj� �1
0 G.x0/jj � �.

3) Let m D ˇ!.�; tolu/. Let us suppose that

t.1 � m

1 � ˇ!.t; t C 2tolu/
/ � � D 0 (2.10)

has a minimum positive root which we call R.

If ˇ!.R;R C 2tolu/ < 1, M WD m
1�ˇ!.R;RC2tolu/ < 1 y B.x0;R/ � B then, the

sequence given by (2.9) is well defined, belongs to B.x0;R/ and converges to the
unique solution of F.x/ D 0 in B.x0;R/.

2.5 Application to Boundary Value Problems

We consider the following boundary problem

y00.t/ D f .t; y.t/; y0.t//; y.a/ D ˛; y.b/ D ˇ; (2.11)

choose a discretization of Œa; b� with N subintervals,

tj D a C T

N
j; T D b � a; j D 0; 1; : : : ;N;

and propose the use of the multiple shooting method for solving it. First, in
each interval Œtj; tjC1�, we compute the function y.tI s0; s1; : : : ; sj�1/ recursively, by
solving the initial value problems

y00.t/ D f .t; y.t/; y0.t//; y.tj/ D y.tjI s0; s1; : : : ; sj�1/; y0.tj/ D sj;

whose solution is denoted by y.tI s0; s1; : : : ; sj/.
To approximate a solution of problem (2.11), we approximate a solution of the

nonlinear system of equations F.s/ D 0, where F W RN �! R
N and

8
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂:

F1.s0; s1; : : : ; sN�1/ D s1 � y0.t1I s0/
F2.s0; s1; : : : ; sN�1/ D s2 � y0.t2I s0; s1/

:::

FN�1.s0; s1; : : : ; sN�1/ D sN�1 � y0.tN�1I s0; s1; : : : ; sN�2/
FN.s0; s1; : : : ; sN�1/ D ˇ � y.tN I s0; s1; sN�2; sN�1/:
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For this, we consider Steffensen’s method and method (2.9) and compare their
numerical performance. In our study, we consider the usual divided difference
of first order. So, for u; v 2 R

N , such that u ¤ v, we consider Œu; vIF� D�
Œu; vIF�ij

�N
i;jD1 2 L.RN ;RN/; where

Œu; vIF�ij D 1

uj � vj
.Fi.u1; : : : ; uj; vjC1; : : : ; vN/ � Fi.u1; : : : ; uj�1; vj; : : : ; vN//:

For the initial slope s0 D �
s00; s

0
1; : : : ; s

0
N�1

�
, to apply Steffensen’s method and

method (2.9), we consider

8̂
ˆ̂̂
ˆ̂̂
ˆ̂̂̂
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
ˆ̂̂̂
ˆ̂̂
ˆ̂̂
:̂

s00 D ˇ � ˛
b � a

D y.tN/� y.t0/

tN � t0
;

s01 D y.tN/� y.t1I s0/
tN � t1

;

s02 D y.tN/� y.t2I s0; s1/
tN � t2

;

:::

s0N�1 D y.tN/� y.tN�1I s0; s1; : : : ; sN�2/
tN � tN�1

:

In particular, to show the performance of method (2.9), we consider the following
boundary value problem:

y00.t/ D y.t/
�
y0.t/2 C cos2 t

�
; y.0/ D �1; y.1/ D 1:

In this case, we have T D 1 and consider three iterations of the schemes forN D 2; 3

and four subintervals in the multiple shooting method. The exact solution is obtained
with ND-Solve of MATHEMATICA taking y0.0/ D 0:6500356840546128 in order
to have a trustworthy error for values near to 10�15 (tolerance in double precision).

In Tables 2.6, 2.7, 2.8, 2.9 and 2.10, we observe that Steffensen’s method obtains
poor results. Notice that when N decreases (or the interval increases), the initial
guess is less closer to the solution. This is the reason of the improvements of
method (2.9) proposed in this work. For the worst case, N D 2, Steffensen’s method
diverges. And, for N D 3; 4, we observe clearly the second order of the methods, as
well as the best performance of method (2.9).

Table 2.6 Method (2.9),
a D 0, b D 10�3; N D 2

n kF.sn/k1 ky.t/� ynk1 ky0.t/� y0

nk1

1 1:190 : : : � 10�1 1:190 : : : � 10�1 9:634 : : : � 10�2

2 6:292 : : : � 10�3 6:292 : : : � 10�3 6:297 : : : � 10�3

3 1:680 : : : � 10�5 1:680 : : : � 10�5 1:772 : : : � 10�5
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Table 2.7 Method (2.9),
a D 0, b D 10�3; N D 3

n kF.sn/k1 ky.t/� ynk1 ky0.t/� y0

nk1

1 9:839 : : : � 10�2 2:041 : : : � 10�2 8:140 : : : � 10�2

2 7:274 : : : � 10�4 1:342 : : : � 10�4 5:189 : : : � 10�4

3 1:445 : : : � 10�8 1:169 : : : � 10�8 1:808 : : : � 10�8

Table 2.8 Steffensen’s
method; N D 3

n kF.sn/k1 ky.t/� ynk1 ky0.t/� y0

nk1

1 2:665 : : : � 10�1 2:527 : : : � 10�1 3:865 : : : � 10�1

2 1:893 : : : � 10�2 1:893 : : : � 10�2 1:965 : : : � 10�2

3 6:407 : : : � 10�4 1:669 : : : � 10�4 4:999 : : : � 10�4

Table 2.9 Method (2.9),
a D 0, b D 10�3; N D 4

n kF.sn/k1 ky.t/� ynk1 ky0.t/� y0

nk1

1 4:680 : : : � 10�2 2:484 : : : � 10�2 6:815 : : : � 10�2

2 2:331 : : : � 10�5 8:762 : : : � 10�5 2:334 : : : � 10�5

3 3:636 : : : � 10�9 3:636 : : : � 10�9 4:208 : : : � 10�9

Table 2.10 Steffensen’s
method; N D 4

n kF.sn/k1 ky.t/� ynk1 ky0.t/� y0

nk1

1 1:215 : : : � 10�1 5:081 : : : � 10�2 1:593 : : : � 10�1

2 6:728 : : : � 10�3 2:532 : : : � 10�3 5:457 : : : � 10�3

3 1:052 : : : � 10�5 3:891 : : : � 10�6 6:043 : : : � 10�6

2.6 Other Contributions

Finally, we introduce briefly some recent contributions.

• In [17] the authors study the convergence of a Newton-Steffensen type method
for solving nonlinear equations introduced by Sharma [37]. Under simplified
assumptions regarding the smoothness of the nonlinear function, they show
that the q-convergence order of the iterations is 3. Moreover, they show that
if the nonlinear function maintains the same monotony and convexity on an
interval containing the solution, and the initial approximation satisfies the Fourier
condition, then the iterations converge monotonically to the solution. They also
obtain a posteriori formulas for controlling the errors.

• Based on Steffensen’s method, the paper [23] derives a one-parameter class of
fourth-order methods for solving nonlinear equations. In the proposed methods,
an interpolating polynomial is used to get a better approximation to the derivative
of the given function. Each member of the class requires three evaluations of the
given function per iteration. Therefore, this class of methods has efficiency index
which equals 1.587.

• For solving nonlinear equations, the paper [33] suggests a second-order paramet-
ric Steffensen-like method, which is derivative free and only uses two evaluations
of the function in one step. A variant of the Steffensen-like method which is
still derivative free and uses four evaluations of the function to achieve cubic
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convergence is also presented. Moreover, a fast Steffensen-like method with
super quadratic convergence and a fast variant of the Steffensen-like method with
super cubic convergence are proposed by using a parameter estimation. The error
equations and asymptotic convergence constants are obtained for the discussed
methods.

• In [34], a parametric variant of Steffensen-secant method and three fast variants
of Steffensen-secant method for solving nonlinear equations are suggested. They
achieve cubic convergence or super cubic convergence for finding simple roots by
only using three evaluations of the function per step. Their error equations and
asymptotic convergence constants are deduced. Modified Steffensen’s method
and modified parametric variant of Steffensen-secant method for finding multiple
roots are also discussed.

• In [36], a family of fourth-order Steffensen-type two-step methods is constructed
to make progress in including Ren-Wu-Bi’s methods [23] and Liu-Zheng-
Zhao’s method [Z. Liu, Q. Zheng, P. Zhao, A variant of Steffensen’s method of
fourth-order convergence and its applications, Appl. Math. Comput. 216 (2010)
1978–1983.] as its special cases. Its error equation and asymptotic convergence
constant are deduced. The family provides the opportunity to obtain derivative-
free iterative methods varying in different rates and ranges of convergence.

• In [11], a family of Steffensen-type methods of fourth-order convergence for
solving nonlinear smooth equations is suggested. In the proposed methods, a
linear combination of divided differences is used to get a better approximation to
the derivative of the given function. Each derivative-free member of the family
requires only three evaluations of the given function per iteration. Therefore, this
class of methods has efficiency index equal to 1.587. The new class of methods
agrees with this conjecture.

• A new derivative-free iterative method for solving nonlinear equations with
efficiency index equal to 1.5651 is presented in [18].

• In the paper [12], by approximating the derivatives in the well known fourth-
order Ostrowski’s method and in a sixth-order improved Ostrowski’s method by
central difference quotients, we obtain new modifications of these methods free
from derivatives. The authors prove the important fact that the methods obtained
preserve their convergence orders 4 and 6, respectively, without calculating any
derivatives.

• The authors of [19] present a modification of Steffensen’s method as a predictor-
corrector iterative method, so that they can use Steffensen’s method to approx-
imate a solution of a nonlinear equation in Banach spaces from the same
starting points from which Newton’s method converges. They study the semilocal
convergence of the predictor-corrector method by using the majorant principle.

• A derivative free method for solving nonlinear equations of Steffensen’s type
is presented in [17]. Using a self-correcting parameter, calculated by using
Newton’s interpolatory polynomial of second degree, the R-order of convergence
is increased from 2 to 3. This acceleration of the convergence rate is attained
without any additional function calculations, which provides a very high compu-
tational efficiency of the proposed method.
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• The paper [38] proposes two classes of three-step without memory iterations
based on the well known second-order method of Steffensen. Per computing step,
the methods from the developed classes reach the order of convergence eight
using only four evaluations, while they are totally free from derivative evaluation.
Hence, they agree with the optimality conjecture of Kung-Traub for providing
multi-point iterations without memory.

• In [40], based on some known fourth-order Steffensen-type methods, we present
a family of three-step seventh-order Steffensen-type iterative methods for solving
nonlinear equations and nonlinear systems. For nonlinear systems, a development
of the inverse first-order divided difference operator for multivariable function is
applied to prove the order of convergence of the new methods.

Other related works can be found in [1–6, 16, 24, 25, 29, 30, 35, 41–43].
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Chapter 3
Newton’s Method for Convex Optimization

Ioannis K. Argyros and Daniel González

Abstract In this chapter we deal with the convex optimization problem (COP).
Using the generalized-Newton’s algorithm (GNA) we generate a sequence that
converges to a solution of the COP. We use weak-center and weak Lipschitz-type
conditions in our semilocal convergence analysis leading to a finer convergence
analysis than in earlier studies. Numerical examples where earlier sufficient conver-
gence conditions are not satisfied but our conditions are satisfied are also presented
in this chapter.

3.1 Newton’s Method

The iterative method

xnC1 D xn � f .xn/

f 0.xn/
for each n D 0; 1; 2; : : : ;

where x0 is an initial guess and f is a differentiable real-valued function defined
on an open subset of R is the well-known Newton’s method. This method was
inaugurated by Sir Isaac Newton (1642–1727), who introduced it in 1669 for
computing zeros of polynomials.

Let F W ˝ � X ! Y be a Fréchet-differentiable operator, where X and Y
are normed vector spaces and ˝ is an open subset of X . Then, Newton’s method
defined by

xnC1 D xn � F0.xn/�1F.xn/; n D 0; 1; 2; : : :
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is used to approximate zeros of F in ˝ , i. e., those points x� 2 ˝ such that
F.x�/ D 0.

Clearly, this iterative method can be realized only if all the points xk, which are
called the Newton iterates for operator F, remain in ˝ , and only if the derivatives
F0.xk/ 2 L.X ;Y/ are invertible for each n D 0; 1; 2; : : :

In 1948, Kantorovich [27] published a semilocal theorem, since then called the
Newton–Kantorovich theorem, which gives sufficient conditions guaranteeing that
Newton’s method converges to a zero of F in ˝ . The assumptions of this theorem
involve the values of the function F and its derivative F0 at the initial guess x0 and
on the behavior of F0 in a neighborhood of x0. Hence, all these assumptions are
in principle verifiable a priori. Ever since, numerous papers have been published
involving extensions of this theorem under various conditions. We refer the reader
to the [6, 18, 19, 21, 28] and the references therein.

Many problems in Computational Sciences and other disciplines can be brought
in form F.x/ D 0, using Mathematical Modelling [19]. In particular, a large number
of problems in Applied Mathematics and also in Engineering are solved by finding
the solutions of certain equations of the form F.x/ D 0. For example, dynamic
systems are mathematically modelled by difference or differential equations, and
their solutions usually represent the states of the systems. For the sake of simplicity,
assume that a time invariant system is driven by the equation Px D Q.x/ (or some
suitable operatorQ), where x is the state. Then, the equilibrium states are determined
by solving on equation like F.x/ D 0. Similar equations are used in the case of
discrete systems. The unknowns of engineering equations can be functions (differ-
ence, differential and integral equations), vectors (systems of linear or nonlinear
algebraic equations), or real or complex numbers (single algebraic equations with
single unknowns). Iterations methods are also applied for solving optimization
problems. In such cases, the iteration sequence converges to an optimal solution
of the problem at hand. Except in special cases, the solutions of these equations
cannot be found in closed form. That is why most commonly used solution methods
for these equations are iterative. In particular, the practice of Numerical Analysis
for finding such solutions is essentially connected to variants of Newton’s method.

The study about convergence matter of iterative methods is usually centered on
two types: semi-local and local convergence analysis. The semi-local convergence
analysis is based on the information around an initial point, to give convergence
conditions guaranteeing the convergence of the iterative process; while the local
one is, based on the information around a solution to find estimates of the radii of
the convergence balls.

The chapter is organized as follows: in Sect. 3.2, the background of the iterative
method is presented as well as what we achieve in this chapter. Section 3.3 contains
the notions of generalized Lipschitz conditions and the majorizing sequences for
(GNA). In order for us to make the paper as self contained as possible, the notion
of quasi-regularity is re-introduced (see, e.g., [29, 32]) in Sect. 3.4. Semilocal
convergence analysis of (GNA) using L-average conditions is presented in Sect. 3.5.
In Sect. 3.6, convex majorant conditions are used for the semilocal convergence
of (GNA). Numerical examples to illustrate our theoretical results and favorable
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comparisons to earlier studies (see, e.g., [29, 33, 34, 39, 40]) are presented in
Sect. 3.7. The chapter ends with a conclusion in Sect. 3.8.

3.2 Introduction

In this chapter we are concerned with the convex composite optimizations problem.
Many problems in mathematical programming such as convex inclusion, minimax
problems, penalization methods, goal programming, constrained optimization and
other problems can be formulated like composite optimizations problem (see, e.g.,
[6, 18, 20, 23, 24, 33, 34, 38]).

Recently, in the elegant study by Li and Ng (see, e.g., [29]), the notion of quasi-
regularity for x0 2 R

l with respect to inclusion problem was used. This notion
generalizes the case of regularity studied in the seminal paper by Burke and Ferris
(see, e.g.,[20]) as well as the case when d ! F0.x0/d � C is surjective. Relevant
work can be found in the excellent studies by Giannessi, Moldovan and Pellegrini
(see, e.g., [24, 33, 34]). This condition was inaugurated by Robinson in [36, 37] (see
also, e.g., [6, 14, 15, 19]).

In this chapter we present a semilocal convergence analysis of Gauss–Newton
method (see Algorithm (GNA) in Sect. 3.3). In [29], the convergence of (GNA) is
based on the generalized Lipschitz conditions inaugurated by Wang [39, 40] (to be
precised in Sect. 3.3). In [14], we presented a finer semilocal convergence analysis
in a Banach space setting than in [39–43] for (GNM), with the advantages .A/:
tighter error estimates on the distances involved and the information on the location
of the solution is at least as precise. These advantages were obtained (under the
same computational cost) using same or weaker hypotheses. Here, we provide the
same advantages .A/ but for (GNA).

3.3 Generalized Lipschitz Conditions and Majorizing
Sequences

The purpose of this section is to study the convex composite optimization problem

min
x2Rl

g.x/ WD h.F.x//; (3.1)

where h W R
m ! R is convex, F W R

l ! R
m is Fréchet-differentiable

operator and m; l 2 N
?. The study of (3.1) is very important. On the one hand

the study of (3.1) provides a unified framework for the development and analysis
of algorithmic method and on the other hand it is a powerful tool for the study
of first and second-order optimality conditions in constrained optimality (see, e.g.,
[6, 18, 20, 23, 24, 29, 33, 34, 38]). We assume that the minimum hmin of the function
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h is attained. Problem (3.1) is related to

F.x/ 2 C; (3.2)

where

C D argmin h (3.3)

is the set of all minimum points of h.
A semilocal convergence analysis for Gauss–Newton method (GNM) was

presented using the popular algorithm (see, e.g., [6, 25, 29]):

Algorithm (GNA) : .�;�; x0/
Let � 2 Œ1;1Œ, � 2�0;1� and for each x 2 R

l, define d�.x/ by

d�.x/ D fd 2 R
l W k d k� �; h.F.x/ C F0.x/ d/ � h.F.x/ C F0.x/ d0/

for all d0 2 R
l with k d0 k� �g: (3.4)

Let also x0 2 R
l be given. Having x0, x1, : : :, xk (k � 0), determine xkC1 by:

If 0 2 d�.xk/, then STOP;
If 0 62 d�.xk/, choose dk such that dk 2 d�.xk/ and

k dk k� � d.0; d�.xk//: (3.5)

Then, set xkC1 D xk C dk .

Here, d.x;W/ denotes the distance from x to W in the finite dimensional Banach
space containing W. Note that the set d�.x/ (x 2 R

l) is nonempty and is the solution
of the following convex optimization problem

min
d2Rl; kdk��

h.F.x/C F0.x/ d/; (3.6)

which can be solved by well known methods such as the subgradient or cutting plane
or bundle methods (see, e.g., [26]).

Let U.x; r/ denote the open ball in R
l (or Rm) centered at x and of radius r > 0.

By U.x; r/ we denote its closure. Let W be a closed convex subset of Rl (or Rm).
The negative polar of W denoted by W� is defined as

W� D fz W hz;wi � 0 for each w 2 Wg: (3.7)

We need the following notion of generalized Lipschitz condition due to Wang in
[39, 40] (see also, e.g., [29]). From now on L W Œ0;1Œ!�0;1Œ (or L0) denotes a
nondecreasing and absolutely continuous function. Moreover, � and ˛ denote given
positive numbers.
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Definition 3.3.1 Let Y be a Banach space and let x0 2 R
l. Let G W R

l ! Y . Then,
G is said to satisfy:

(a) The center L0-average condition on U.x0; r/, if

k G.x/� G.x0/ k�
Z kx�x0k

0

L0.u/ du for all x 2 U.x0; r/: (3.8)

(b) The L-average Lipschitz condition on U.x0; r/, if

k G.x/ � G.y/ k�
Z kx�ykCky�x0k

ky�x0k
L.u/ du (3.9)

for all x; y 2 U.x0; r/ with k x � y k C k y � x0 k� r.

Remark 3.3.1 It follows from (3.8) and (3.9) that if G satisfies the L-average
condition, then it satisfies the center L-Lipschitz condition, but not necessarily vice
versa. We have that

L0.u/ � L.u/ for each u 2 Œ0; r� (3.10)

holds in general and L=L0 can be arbitrarily large (see, e.g., [6, 18, 19]).

Definition 3.3.2 Define majorizing function  ˛ on Œ0;C1/ by

 ˛.t/ D �� t C ˛

Z t

0

L.u/ .t � u/ du for each t � 0 (3.11)

and majorizing sequence ft˛;ng by

t˛;0 D 0; t˛;nC1 D t˛;n �  ˛.t˛;n/

 0̨ .t˛;n/
for each n D 0; 1; : : : (3.12)

ft˛;ng was used in [29] as a majorizing sequence for fxng generated by (GNA).

Sequence ft˛;ng can also be written equivalently for each n D 1; 2; : : : and t˛;1 D 1

as

t˛;nC1 D t˛;n � �˛;n

 0̨ .t˛;n/
; (3.13)

where

�˛;n D
Z 1

0

Z t˛;n�1C	 .t˛;n�t˛;n�1/

t˛;n�1

L.u/ du d	 .t˛;n � t˛;n�1/

D
Z t˛;n�t˛;n�1

0

L.t˛;n�1 C u/ .t˛;n � t˛;n�1 � u/ du;
(3.14)
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since (see (4.20) in [29])

 ˛.t˛;n/ D �˛;n

˛
for each n D 1; 2; : : : (3.15)

From now on we show how our convergence analysis for (GNA) is finer than the
one in [29]. Define a supplementary majorizing function  ˛;0 on Œ0;C1/ by

 ˛;0.t/ D �� t C ˛

Z t

0

L0.u/ .t � u/ du for each t � 0 (3.16)

and corresponding majorizing sequence fs˛;ng by

s˛;0 D 0; s˛;1 D �; s˛;nC1 D s˛;n � ˇ˛;n

 0̨
;0.s˛;n/

for each n D 1; 2; : : : ;

(3.17)
where ˇ˛;n is defined as ˛˛;n with s˛;n�1, s˛;n replacing t˛;n�1, t˛;n, respectively.

The results concerning ft˛;ng are already in the literature (see, e.g., [6, 14, 29]),
whereas the corresponding ones for sequence fs˛;ng can be derivated in an analogous
way by simple using 0̨

;0 instead of 0̨ . First, we need some auxiliary results for the
properties of functions  ˛ ,  ˛;0 and the relationship between sequences fs˛;ng and
ft˛;ng. The proofs of the next four lemmas involving the  ˛ function can be found
in [29], whereas the proofs for function  ˛;0 are analogously obtained by simple
replacing L by L0.

Let r˛ > 0, b˛ > 0, r˛;0 > 0 and b˛;0 > 0 be such that

˛

Z r˛

0

L.u/ du D 1; b˛ D ˛

Z r˛

0

L.u/ u du (3.18)

and

˛

Z r˛;0

0

L0.u/ du D 1; b˛;0 D ˛

Z r˛;0

0

L0.u/ u du: (3.19)

Clearly, we have that

b˛ < r˛ (3.20)

and

b˛;0 < r˛;0: (3.21)

In view of (3.10), (3.18) and (3.19), we get that

r˛ � r˛;0 (3.22)
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and

b˛ � b˛;0: (3.23)

Lemma 3.3.1 Suppose that 0 < � � b˛. Then, b˛ < r˛ and the following
assertions hold:

(i)  ˛ is strictly decreasing on Œ0; r˛� and strictly increasing on Œr˛;1/ with
 ˛.�/ > 0,  ˛.r˛/ D � � b˛ � 0,  ˛.C1/ � � > 0.

(ii)  ˛;0 is strictly decreasing on Œ0; r˛;0� and strictly increasing on Œr˛;0;1/ with
 ˛;0.�/ > 0,  ˛;0.r˛;0/ D � � b˛;0 � 0,  ˛;0.C1/ � � > 0. Moreover, if
� < b˛, then  ˛ has two zeros, denoted by r?˛ and r

??
˛ , such that

� < r?˛ <
r˛
b˛
� < r˛ < r??˛ (3.24)

and if � D b˛,  ˛ has an unique zero r?˛ D r˛ in .�;1/;
 ˛;0 has two zeros, denoted by r?˛;0 and r

??
˛;0, such that

� < r?˛;0 <
r˛;0
b˛;0

� < r˛;0 < r??˛;0;

r?˛;0 � r?˛; (3.25)

r??˛;0 � r??˛ (3.26)

and if � D b˛;0,  ˛;0 has an unique zero r?˛;0 D r˛;0 in .�;1/.
(iii) ft˛;ng is strictly monotonically increasing and converges to r?˛ .
(iv) fs˛;ng is strictly monotonically increasing and converges to its unique least

upper bound s?˛ � r?˛;0.
(v) The convergence of ft˛;ng is quadratic if � < b˛ and linear if � D b˛.

Lemma 3.3.2 Let r˛ , r˛;0, b˛, b˛;0,  ˛ ,  ˛;0 be as defined above. Let ˛ > ˛. Then,
the following assertions hold:

(i) Functions ˛ ! r˛, ˛ ! r˛;0, ˛ ! b˛, ˛ ! b˛;0 are strictly decreasing on
Œ0;1/.

(ii)  ˛ <  ˛ and  ˛;0 <  ˛;0 on Œ0;1/.
(iii) Function ˛ ! r?˛ is strictly increasing on I.�/, where I.�/ D f˛ > 0 W � �

b˛g.
(iv) Function ˛ ! r?˛;0 is strictly increasing on I.�/.

Lemma 3.3.3 Let 0 � 
 < 1. Define functions

�.t/ D 1

t2

Z t

0

L.
C u/ .t � u/ du for all t � 0 (3.27)
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and

�0.t/ D 1

t2

Z t

0

L0.
C u/ .t � u/ du for all t � 0: (3.28)

Then, functions � and �0 are increasing on Œ0;1/.

Lemma 3.3.4 Define function

g˛.t/ D  ˛.t/

 0̨ .t/
for all t 2 Œ0; r?˛/:

Suppose 0 < � � b˛ . Then, function g˛ is increasing on Œ0; r?˛/.

Next, we shall show that sequence fs˛;ng is tighter than ft˛;ng.

Lemma 3.3.5 Suppose that hypotheses of Lemma 3.3.1 hold and sequences fs˛;ng,
ft˛;ng are well defined for each n D 0; 1; : : : Then, the following assertions hold for
n D 0; 1; : : :

s˛;n � t˛;n; (3.29)

s˛;nC1 � s˛;n � t˛;nC1 � t˛;n (3.30)

and

s?˛ D lim
n!1 s˛;n � r?˛ D t?˛ D lim

n!1 t˛;n: (3.31)

Moreover, if strict inequality holds in (3.10) so does in (3.29) and (3.30) for n > 1.
Furthermore, the convergence of fs˛;ng is quadratic if � < b˛ and linear if L0 D L
and � D b˛.

Proof We shall first show using induction that (3.29) and (3.30) are satisfied for
each n D 0; 1; : : : These estimates hold true for n D 0; 1, since s˛;0 D t˛;0 D 0 and
s˛;1 D t˛;1 D �. Using (3.10), (3.13) and (3.17) for n D 1, we have that

s˛;2 D s˛;1 � ˇ˛;1

 0̨
;0.s˛;1/

� t˛;1 � �˛;1

 0̨ .t˛;1/
D t˛;2

and

s˛;2 � s˛;1 D � ˇ˛;1

 0̨
;0.s˛;1/

� � �˛;1

 0̨ .t˛;1/
D t˛;2 � t˛;1;

since

�  0̨
;0.s/ � � 0̨ .t/ for each s � t: (3.32)
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Hence, estimate (3.29) holds true for n D 0; 1; 2 and (3.30) holds true for n D 0; 1.
Suppose that

s˛;m � t˛;m for each m D 0; 1; 2; : : : ; k C 1

and

s˛;mC1 � s˛;m � t˛;mC1 � t˛;m for each m D 0; 1; 2; : : : ; k:

Then, we have that

s˛;mC2 D s˛;mC1 � ˇ˛;mC1
 0̨

;0.s˛;mC1/
� t˛;mC1 � �˛;mC1

 0̨ .t˛;mC1/
D t˛;mC2

and

s˛;mC2 � s˛;mC1 D � ˇ˛;mC1
 0̨

;0.s˛;mC1/
� � �˛;mC1

 0̨ .t˛;mC1/
D t˛;mC2 � t˛;mC1:

The induction for (3.29) and (3.30) is complete. Finally, estimate (3.31) follows
from (3.30) by letting n ! 1. The convergence order part for sequence fs˛;ng
follows from (3.30) and Lemma 3.3.1-(v). The proof of Lemma 3.3.5 is complete.

Remark 3.3.2 If L0 D L, the results in Lemmas 3.3.1–3.3.5 reduce to the
corresponding ones in [29]. Otherwise (i.e., if L0 < L), our results constitute an
improvement [see also (3.22)–(3.26)].

3.4 Background on Regularities

In order for us to make the study as self contained as possible, we mention some
concepts and results on regularities which can be found in [29] (see also, e.g., [6,
19, 22, 30, 35, 39, 42]). For a set-valued mapping T W R

l � R
m and for a set A in

R
l or Rm, we denote by

D.T/ D fx 2 R
l W Tx ¤ ;g; R.T/ D

[
x2D.T/

Tx;

T�1y D fx 2 R
l W y 2 Txg and k A kD inf

a2A k a k :

Consider the inclusion

F.x/ 2 C; (3.33)
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where C is a closed convex set in R
m. Let x 2 R

l and

d.x/ D fd 2 R
l W F.x/C F0.x/ d 2 Cg: (3.34)

Definition 3.4.1 Let x0 2 R
l.

(a) x0 is quasi-regular point of (3.33) if there exist R 2�0;C1Œ and an increasing
positive function ˇ on Œ0;RŒ such that

d.x/ ¤ ; and d.0; d.x// � ˇ.k x � x0 k/ d.F.x/;C/ for all x 2 U.x0;R/:
(3.35)

ˇ.k x � x0 k/ is an “error bound” in determining how for the origin is away
from the solution set of (3.33).

(b) x0 is a regular point of (3.33) if

ker.F0.x0/T/\ .C � F.x0//
� D f0g: (3.36)

Proposition 3.4.1 (See, e.g., [20]) Let x0 be a regular point of (3.33). Then, there
are constants R > 0 and ˇ > 0 such that (3.35) holds for R and ˇ.�/ D ˇ. Therefore,
x0 is a quasi-regular point with the quasi-regular radius Rx0 � R and the quasi-
regular bound function ˇx0 � ˇ on Œ0;R�.

Remark 3.4.1

(a) d.x/ can be considered as the solution set of the linearized problem associated
to (3.33)

F.x/C F0.x/ d 2 C: (3.37)

(b) If C defined in (3.33) is the set of all minimum points of h and if there exists
d0 2 d.x/ with k d0 k� �, then d0 2 d�.x/ and for each d 2 R

l, we have the
following equivalence

d 2 d�.x/ ” d 2 d.x/ ” d 2 d1.x/: (3.38)

(c) Let Rx0 denote the supremum of R such that (3.35) holds for some function
ˇ defined in Definition 3.4.1. Let R 2 Œ0;Rx0 � and BR.x0/ denotes the set of
function ˇ defined on Œ0;R/ such that (3.35) holds. Define

ˇx0 .t/ D inffˇ.t/ W ˇ 2 BRx0
.x0/g for each t 2 Œ0;Rx0 /: (3.39)

All function ˇ 2 BR.x0/ with lim
t!R�

ˇ.t/ < C1 can be extended to an element

of BRx0
.x0/ and we have that

ˇx0 .t/ D inffˇ.t/ W ˇ 2 BR.x0/g for each t 2 Œ0;R/: (3.40)
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Rx0 and ˇx0 are called the quasi-regular radius and the quasi-regular function of
the quasi-regular point x0, respectively.

Definition 3.4.2

(a) A set-valued mapping T W R
l � R

m is convex if the following items hold

(i) Tx C Ty � T.x C y/ for all x; y 2 R
l.

(ii) T
x D 
Tx for all 
 > 0 and x 2 R
l.

(iii) 0 2 T0.

(b) Let T W R
l � R

m a convex set-valued map. The norm of T be defined by
k T kD sup

x2D.T/
fk Tx k W k x k� 1g. If k T k< 1, we say that T is normed.

(c) For two convex set-valued mappings T and S W R
l � R

m, the addition and
multiplication are defined by .T C S/x D Tx C Sx and .
T/x D 
.Tx/ for all
x 2 R

l and 
 2 R, respectively.
(d) Let T W R

l � R
m, C be closed convex in R

m and x 2 R
l. We define Tx by

Txd D F0.x/d � C for all d 2 R
l (3.41)

and its inverse by

T�1
x y D fd 2 R

l W F0.x/d 2 y C Cg for all y 2 R
m: (3.42)

Note that if C is a cone then Tx is convex. For x0 2 R
l, if the Robinson condition

(see, e.g., [36, 37]):

Tx0 carries R
l onto R

m (3.43)

is satisfied, then D.Tx/ D R
l for each x 2 R

l and D.T�1
x0 / D R

m.

Remark 3.4.2 Let T W R
l � R

m.

(a) T is convex ” the graph Gr.T/ is a convex cone in R
l � R

m.
(b) T is convex H) T�1 is convex from R

m to R
l.

Lemma 3.4.1 (See, e.g., [36]) Let C be a closed convex cone in R
m. Suppose

that x0 2 R
l satisfies the Robinson condition (3.43). Then we have the following

assertions

(i) T�1
x0 is normed.

(ii) If S is a linear operator from R
l to R

m such that k T�1
x0 k k S k< 1, then the

convex set-valued map NT D Tx0 C S carries Rl onto R
m. Furthermore, NT�1 is

normed and

k NT�1 k� k T�1
x0

k
1� k T�1

x0
k k S k :
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The following proposition shows that condition (3.43) implies that x0 is regular
point of (3.33). Using the center L0-average Lipschitz condition, we also estimate
in Proposition 3.4.2 the quasi-regular bound function. The proof is given in an
analogous way to the corresponding result in [29] by simple using L0 instead of L.

Proposition 3.4.2 Let C be a closed convex cone in R
m, x0 2 R

l and define Tx0 as
in (3.41). Suppose that x0 satisfies the Robinson condition (3.43). Then we have the
following assertions.

(i) x0 is a regular point of (3.33).
(ii) If F0 satisfies the center L0-average Lipschitz condition (3.8) on U.x0;R/ for

some R > 0. Let ˇ0 Dk T�1
x0 k and let Rˇ0 such that

ˇ0

Z Rˇ0

0

L0.u/ du D 1: (3.44)

Then the quasi-regular radius Rx0 , the quasi-regular bound function ˇx0 satisfy
Rx0 � minfR;Rˇ0g and

ˇx0 .t/ � ˇ0

1 � ˇ0
Z t

0

L0.u/ du
for each 0 � t < minfR;Rˇ0g: (3.45)

Remark 3.4.3 If L0 D L, Proposition 3.4.2 reduces to the corresponding one in [29].
Otherwise, it constitutes an improvement [see (3.20)–(3.26)].

3.5 Semilocal Convergence Analysis for (GNA)

Assume that the set C satisfies (3.3). Let x0 2 R
l be a quasi-regular point of (3.3)

with the quasi-regular radius Rx0 and the quasi-regular bound function ˇx0 [i.e.,
see (3.39)]. Let � 2 Œ1;C1/ and let

� D � ˇx0 .0/ d.F.x0/; C/: (3.46)

For all R 2 .0;Rx0 �, we define

˛0.R/ D sup

(
� ˇx0 .t/

� ˇx0 .t/
Z t

0

L0.s/ ds C 1

W � � t < R

)
: (3.47)

Theorem 3.5.1 Let � 2 Œ1;C1/ and � 2 .0;C1�. Let x0 2 R
l be a quasi-

regular point of (3.3) with the quasi-regular radius Rx0 and the quasi-regular bound
function ˇx0 . Let � > 0 and ˛0.R/ be given in (3.46) and (3.47), respectively.
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Let 0 < R < Rx0 , ˛ � ˛0.R/ be a positive constant and let b˛, r˛ be as defined
in (3.18). Let fs˛;ng (n � 0) and s?˛ be given by (3.17) and (3.31), respectively.
Suppose that F0 satisfies the L-average Lipschitz and the center L0-average Lipschitz
conditions on U.x0; s?˛/. Suppose that

� � minfb˛; �g and s?˛ � R: (3.48)

Then, sequence fxng generated by (GNA) is well defined, remains in U.x0; s?˛/ for
all n � 0 and converges to some x? such that F.x?/ 2 C. Moreover, the following
estimates hold for each n D 1; 2; : : :

k xn � xn�1 k� s˛;n � s˛;n�1; (3.49)

k xnC1 � xn k� .s˛;nC1 � s˛;n/

�k xn � xn�1 k
s˛;n � s˛;n�1

�2
; (3.50)

F.xn/C F0.xn/ .xnC1 � xn/ 2 C (3.51)

and

k xn�1 � x? k� s?˛ � s˛;n�1: (3.52)

Proof By (3.48), (3.49) and Lemma 3.3.1, we have that

� � s˛;n < s?˛ � R � Rx0 : (3.53)

Using the quasi-regularity property of x0, we get that

d.x/ ¤ ; and d.0; d.x// � ˇx0 .k x � x0 k/ d.F.x/; C/ for all x 2 U.x0;R/:
(3.54)

We first prove that the following assertion holds

.T / (3.49) holds for all n � k � 1 H) (3.50) and (3.51) hold for all n � k.

Denote by x	k D 	 xk C .1 � 	/ xk�1 for all 	 2 Œ0; 1�. Using (3.53), we have that
x	k 2 U.x0; s?˛/ � U.x0;R/ for all 	 2 Œ0; 1�. Hence, for x D xk, (3.54) holds, i.e.,

d.xk/ ¤ ; and d.0; d.xk// � ˇx0 .k xk � x0 k/ d.F.xk/; C/: (3.55)

We have also that

k xk � x0 k�
kX

iD1
k xi � xi�1 k�

kX
iD1

s˛;i � s˛;i�1 D s˛;k (3.56)
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and

k xk�1 � x0 k� s˛;k�1 � s˛;k: (3.57)

Now, we prove that

� d.0; d.xk// � .s˛;kC1 � s˛;k/

�k xk � xk�1 k
s˛;k � s˛;k�1

�2
� s˛;kC1 � s˛;k: (3.58)

We show the first inequality in (3.58). We denote by Ak Dk xk�1 � x0 k and Bk Dk
xk � xk�1 k. We have the following identity

Z 1

0

Z AkC	 Bk

Ak

L.u/ du d	 D
Z Bk

0

L.Ak C u/ .1� u

Bk
/ du: (3.59)

Then, by the L-average condition on U.x0; s?˛/, (3.51) for n D k � 1 and (3.55)–
(3.59), we get that

� d.0; d.xk// � � ˇx0 .k xk � x0 k/ d.F.xk/; C/
� � ˇx0 .k xk � x0 k/ k F.xk/� F.xk�1/ � F0.xk�1/ .xk � xk�1/ k
� � ˇx0 .k xk � x0 k/

Z 1

0

k .F0.x	k / � F0.xk�1// .xk � xk�1/ d	 k

� � ˇx0 .k xk � x0 k/
Z 1

0

Z AkC	 Bk

Ak

L.u/ du Bk d	

� � ˇx0 .k xk � x0 k/
Z Bk

0

L.Ak C u/ .Bk � u/ du

� � ˇx0 .s˛;k/
Z Bk

0

L.s˛;k�1 C u/ .Bk � u/ du:

(3.60)

For simplicity, we denote �˛;k WD s˛;k � s˛;k�1. By (3.49) for n D k and
Lemma 3.3.3, we have in turn that

Z Bk

0

L.s˛;k�1 C u/ .Bk � u/ du

B2k
�

Z �˛;k

0

L.s˛;k�1 C u/ .�˛;k � u/ du

�2
˛;k

: (3.61)

Thus, we deduce that

� d.0; d.xk// � � ˇx0 .s˛;k/

�Z �˛;k

0

L.s˛;k�1Cu/ .�˛;k�u/ du

��
Bk

�˛;k

�2
: (3.62)
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Using (3.47) and (3.53), we obtain that

� ˇx0 .s˛;k/

˛0.R/
�
�
1 � ˛0.R/

Z s˛;k

0

L0.u/ du

��1
: (3.63)

Note that ˛ � ˛0.R/. By (3.9), we have that

� ˇx0 .s˛;k/

˛
�
�
1 � ˛

Z s˛;k

0

L0.u/ du

��1
D �. 0̨

;0.s˛;k//
�1: (3.64)

By (3.12), (3.62)–(3.64), we deduce that the first inequality in (3.58) holds.
The second inequality of (3.58) follows from (3.49). Moreover, by (3.48) and
Lemma 3.3.5, we have that

�˛;kC1 D � 0̨
;0.s˛;k/

�1 ˇ˛;k � � 0̨
;0.t˛;0/ �˛;0 D � 0̨

;0.t˛;0/  ˛.t˛;0/
D � � �:

Hence, (3.58) implies that d.0; d.xk// � � and there exists d0 2 R
l with k d0 k� �

such that F.xk/C F0.xk/ d0 2 C. By Remark 3.4.1, we have that

d�.xk/ D fd 2 R
l W k d k� � and F.xk/C F0.xk/ d 2 Cg

and

d.0; d�.xk// D d.0; d.xk//:

We deduce that (3.51) holds for n D k since dk D xkC1 � xk 2 d.xk/. We also have
that

k xkC1 � xk k� � d.0; d�.xk// D � d.0; d.xk//:

Hence (3.39) holds for n D k and assertion .T / holds. It follows from (3.49) that
fxkg is a Cauchy sequence in a Banach space and as such it converges to some
x? 2 U.x0; s?˛/ (since U.x0; s?˛/ is a closed set).

We use now mathematical induction to prove that (3.49)–(3.51) hold.
By (3.46), (3.48) and (3.54), we have that d.x0/ ¤ ; and

� d.0; d.x0// � � ˇx0 .0/ d.F.x0/; C/ D � � �:

We also have that

k x1 � x0 kDk d0 k� � d.0; d�.x0// � �ˇx0 .0/ d.F.x0/; C/ D � D �˛;0
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and (3.49) holds for n D 1. By induction argument, we get that

k xkC1 � xk k� �˛;kC1
�k xk � xk�1 k

�˛;k

�2
� �˛;kC1:

The induction is completed. That completes the proof of Theorem 3.5.1.

Remark 3.5.1

(a) If L D L0, then Theorem 3.5.1 reduces to the corresponding ones in [29].
Otherwise, in view of (3.29)–(3.31), our results constitute an improvement.
The rest of [29] paper is improved, since those results are corollaries of
Theorem 3.5.1. For brevity, we leave this part to the motivated reader.

(b) In view of the proof of our Theorem 3.5.1, we see that sequence fr˛;ng given by

r˛;0 D 0; r˛;1 D �;

r˛;2 D r˛;1 �
˛

Z r˛;1�r˛;0

0

L0.r˛;0 C u/ .r˛;1 � r˛;0 � u/ du

 0̨
;0.r˛;1/

;

r˛;nC1 D r˛;n �
˛

Z r˛;n�r˛;n�1

0

L.r˛;n�1 C u/ .r˛;n � r˛;n�1 � u/ du

 0̨
;0.r˛;n/

for each n D 2; 3; : : :

(3.65)

is also a majorizing sequences for (GNA). Following the proof of Lemma 3.3.5
and under the hypotheses of Theorem 3.5.1, we get that

r˛;n � s˛;n � t˛;n; (3.66)

r˛;nC1 � r˛;n � s˛;nC1 � s˛;n � t˛;nC1 � t˛;n (3.67)

and

r?˛ D lim
n�!1 r˛;n � s?˛ � r?˛: (3.68)

Hence, fr˛;ng and fs˛;ng are tighter majorizing sequences for fxng than ft˛;ng used
by Li et al. in [29]. Sequences fr˛;ng and fs˛;ng can converge under hypotheses
weaker than the ones given in Theorem 3.5.1. Such conditions have already
given by us for more general functions  and in the more general setting of a
Banach space as in [14, 15] (see also, e.g., [5, 7–9]). Therefore, here, we shall
only refer to the popular Kantorovich case as an illustration. Choose ˛ D 1,
L.u/ D L and L0.u/ D L0 for all u � 0. Then, ft˛;ng converges under the famous
for its simplicity and clarity Newton-Kantorovich hypothesis (see, e.g., [6, 28])

h D L � � 1

2
: (3.69)
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fr˛;ng converges provided that (see, e.g., [11])

h1 D L1 � � 1

2
; (3.70)

where

L1 D 1

8
.L C 4 L0 C .L2 C 8 L0 L/

1=2/

and fr˛;ng converges if (see, e.g., [16, 17])

h2 D L2 � � 1

2
; (3.71)

where

L2 D 1

8
.4 L0 C .LL0 C 8 L20/

1=2 C .L0 L/
1=2/:

It follows by (3.69)–(3.71) that

h � 1

2
H) h1 � 1

2
H) h2 � 1

2
; (3.72)

but not vice versa unless if L0 D L. Moreover, we get that

h1
h

�! 1

4
;

h2
h

�! 0;
h2
h1

�! 0 as
L0
L

�! 0:

(c) There are cases when the sufficient convergence conditions developed in the
preceding work are not satisfied. Then, one can use the modified Gauss Newton
method (MGNM). In this case, the majorizing sequence proposed in [29] is
given by

q˛;0 D 0; q˛;nC1 D q˛;n �  ˛.q˛;n/

 0̨ .0/
for each n D 0; 1; : : : (3.73)

This sequence clearly converges under the hypotheses of Theorem 3.5.1, so that
estimates (3.49)–(3.52) hold with sequence fq˛;ng replacing fs˛;ng. However,
according to the proof of Theorem 3.5.1, the hypotheses on  ˛;0 can replace the
corresponding ones on  ˛ . Moreover, the majorizing sequence is given by

p˛;0 D 0; p˛;nC1 D p˛;n �  ˛.p˛;n/

 0̨
;0.0/

for each n D 0; 1; : : : (3.74)
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Furthermore, we have that

 ˛;0.s/ �  ˛.s/ for each s � 0: (3.75)

Hence, we clearly have that for each n D 0; 1; : : :

p˛;n � q˛;n; (3.76)

p˛;nC1 � p˛;n � q˛;nC1 � q˛;n (3.77)

and

p?˛ D lim
n�!1 p˛;n � q?˛ D lim

n�!1 q˛;n: (3.78)

[Notice also the advantages (3.20)–(3.26)].
In the special case when functions L0 and L are constants and ˛ D 1, we

have that the conditions on function  ˛ reduce to (3.69), whereas using  ˛;0 to

h0 D L0 � � 1

2
: (3.79)

Notice that

h0
h

�! 0 as
L0
L

�! 0: (3.80)

Therefore, one can use (MGNM) as a predictor until a certain iterate xN for
which the sufficient conditions for (GNM) are satisfied. Then, we use xN as the
starting iterate for faster than (MGNM) method (GNM). Such an approach was
used by the author in [4].

3.6 General Majorant Conditions

In this section, we provide a semilocal convergence analysis for (GNA) using more
general majorant conditions than (3.8) and (3.9).

Definition 3.6.1 Let Y be a Banach space, x0 2 R
l and ˛ > 0. Let G W R

l ! Y
and f˛ W Œ0; rŒ!� � 1;C1Œ be continuously differentiable. Then, G is said to
satisfy:

(a) The center-majorant condition on U.x0; r/, if

k G.x/ � G.x0/ k� ˛�1 . f 0̨ .k x � x0 k/ � f 0̨ .0// for all x 2 U.x0; r/:
(3.81)
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(b) The majorant condition on U.x0; r/, if

k G.x/�G.y/ k� ˛�1 . f 0̨ .k x� y k C k y� x0 k/� f 0̨ .k y� x0 k// (3.82)

for all x; y 2 U.x0; r/ with k x � y k C k y � x0 k� r.

Clearly, conditions (3.81) and (3.82) generalize (3.8) and (3.9), respectively, in [22]
(see also, e.g., [5, 7, 9, 14, 15]) (for G D F0 and ˛ D 1). Notice that (3.82)
implies (3.81) but not necessarily vice versa. Hence, (3.81) is not additional to (3.82)
hypothesis. Define majorizing sequence ft˛;ng by

t˛;0 D 0; t˛;nC1 D t˛;n � f˛.t˛;n/

f 0̨ .t˛;n/
: (3.83)

Moreover, as in (3.47) and for R > 0, define (implicitly):

˛0.R/ WD sup
��t<R

��ˇx0 .t/
f 0̨
0.R/
.t/
: (3.84)

Next, we provide sufficient conditions for the convergence of sequence ft˛;ng
corresponding to the ones given in Lemma 3.3.1.

Lemma 3.6.1 (See, e.g., [18, 19, 22]) Let r > 0, ˛ > 0 and f˛ W Œ0; r/ !
.�1;C1/ be continuously differentiable. Suppose

(i) f˛.0/ > 0, f 0̨ .0/ D �1;
(ii) f 0̨ is convex and strictly increasing;

(iii) equation f˛.t/ D 0 has positive zeros. Denote by r?˛ the smallest zero. Define
r??˛ by

r??˛ D supft 2 Œr?˛; r/ W f˛.t/ � 0g: (3.85)

Then, sequence ft˛;ng is strictly increasing and converges to r?˛ . Moreover, the
following estimates hold

r?˛ � t˛;n � D�f 0̨ .r?˛/
�2 f 0̨ .r?˛/

.r?˛ � t˛;n�1/2 for each n D 1; 2; : : : ; (3.86)

where D�f 0 is the left directional derivative of f (see, e.g., [6, 10, 18, 19]).

We can show the following semilocal convergence result for (GNA) using general-
ized majorant conditions (3.81) and (3.82).

Theorem 3.6.1 Let � 2 Œ1;C1/ and� 2 .0;C1�. Let x0 2 R
l be a quasi-regular

point of (3.3) with the quasi-regular radius Rx0 and the quasi-regular bound function
ˇx0 . Let � > 0 and ˛0.r/ be given in (3.46) and (3.84). Let 0 < R < Rx0 , ˛ � ˛0.R/
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be a positive constant and let r?˛ , r
??
˛ be as defined in Lemma 3.6.1. Suppose that F0

satisfies the majorant condition on U.x0; r?˛/, conditions

� � minfr?˛; �g and r?˛ � R (3.87)

hold. Then, sequence fxng generated by (GNA) is well defined, remains in U.x0; r?˛/
for all n � 0 and converges to some x? such that F.x?/ 2 C. Moreover, the following
estimates hold for each n D 1; 2; : : :

k xn � xn�1 k� t˛;n � t˛;n�1; (3.88)

k xnC1 � xn k� .t˛;nC1 � t˛;n/

�k xn � xn�1 k
t˛;n � t˛;n�1

�2
; (3.89)

F.xn/C F0.xn/ .xnC1 � xn/ 2 C (3.90)

and

k xn�1 � x? k� r?˛ � t˛;n�1; (3.91)

where sequence ft˛;ng is given by (3.83).
Proof We use the same notations as in Theorem 3.5.1. We follow the proof of
Theorem 3.5.1 until (3.58). Then, using (3.55), (3.82) (for G D F0), (3.83), (3.84)
and hypothesis ˛ � ˛0.R/, we get in turn that

� d.0; d.xk// � � ˇx0 .k xk � x0 k/ d.F.xk/; C/
� � ˇx0 .k xk � x0 k/ k F.xk/� F.xk�1/ � F0.xk�1/ .xk � xk�1/ k
� � ˇx0 .k xk � x0 k/

Z 1

0

k .F0.x	k / � F0.xk�1// .xk � xk�1/ d	 k

� �
ˇx0 .t˛;k/

˛0.R/

Z 1

0

.f 0̨ .t	˛;k/� f 0̨ .t˛;k�1// .t˛;k � t˛;k�1/ d	

� �
ˇx0 .t˛;k/

˛

Z 1

0

.f 0̨ .t	˛;k/� f 0̨ .t˛;k�1// .t˛;k � t˛;k�1/ d	

� �f 0̨ .t˛;k/�1 .f˛.t˛;k/� f˛.t˛;k�1/� f 0̨ .t˛;k�1/ .t˛;k � t˛;k�1//
D �f 0̨ .t˛;k/ f˛.t˛;k/;

(3.92)

where t	˛;k D 	 t˛;k C .1 � 	/ .t˛;k � t˛;k�1/ for all 	 2 Œ0; 1�. The rest follows as in
the proof of Theorem 3.5.1. That completes the proof of Theorem 3.6.1.

Remark 3.6.1 In view of condition (3.82), there exists f˛;0 W Œ0; r/ ! .�1;C1/

continuously differentiable such that

k G.x/ � G.x0/ k� ˛�1 . f 0̨
;0.k x � x0 k/ � f 0̨

;0.0// for all x 2 U.x0; r/; r � R:
(3.93)
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Moreover

f 0̨
;0.t/ � f 0̨ .t/ for all t 2 Œ0; r� (3.94)

holds in general and
f 0̨

f 0̨
;0

can be arbitrarily large (see, e.g., [1–19]). These observa-

tions motivate us to introduce tighter majorizing sequences fr˛;ng, fs˛;ng by

r˛;0 D 0; r˛;1 D � D � f˛.0/

f 0̨ .0/
;

r˛;2 D r˛;1 � ˛ .f˛;0.r˛;1/� f˛;0.r˛;0/� f 0̨
;0.r˛;0/.r˛;1 � r˛;0//

f 0̨
;0.r˛;1/

;

r˛;nC1 D r˛;n �

Z 1

0

.f 0̨ .r	˛;k/� f 0̨ .r˛;k�1// .r˛;k � r˛;k�1/ d	

f 0̨
;0.r˛;n/

for each n D 2; 3; : : :

(3.95)

and

s˛;0 D 0; s˛;1 D r˛;1;

s˛;nC1 D s˛;n �

Z 1

0

.f 0̨ .s	˛;k/� f 0̨ .s˛;k�1// .s˛;k � s˛;k�1/ d	

f 0̨
;0.s˛;n/

for each n D 0; 1; : : :

(3.96)

Then, in view of the proof of Theorem 3.6.1, fr˛;ng, fs˛;ng, limn!1 r˛;n D r��
˛ ,

limn!1 s˛;n D s�̨ can replace ft˛;ng, ft˛;ng, r�̨
;n, r�̨

;n, respectively in estimates (3.88)
and (3.91), in the proof of Lemma 3.3.5,

r˛;n � s˛;n � t˛;n

r˛;nC1 � r˛;n � s˛;nC1 � s˛;n � t˛;nC1 � t˛;n

and

r��
˛ � s�̨ � r�̨;

provided that

� . f
0̨ .u C 	.v � u//� f 0̨ .u//.v � u/

f 0̨
;0.v/

� � . f
0̨ .u C 	.v � u//� f 0̨ .u//.v � u/

f 0̨ .v/



44 I.K. Argyros and D. González

for each u � v, u � u, u � v, v � v, u; u; v; v 2 Œ�;R� for each 	 2 Œ0; 1�.
Notice that the preceding estimate holds in many interesting cases. Choose, e.g.
f˛.t/ D ˛Lt2

2
� t and f˛;0.t/ D ˛L0

2
t2 � t. Then, f˛ , f˛;0 are the majorant and center

majorant functions for F.

3.7 Applications

We shall provide in this section some numerical examples to validate the semilocal
convergence results of (GNA).

First, we present an example to show that L0.t/ < L.t/ for each u 2 Œ0;R� and that
hypotheses of Theorem 3.5.1 are satisfied. Then, according to Lemma 3.3.5, new
sequence fs˛;ng is tighter than ft˛;ng given in [29] so that estimates (3.29)–(3.31) are
satisfied.

Example 3.7.1 Let function h W R ! R be defined by

h.x/ D
�
0 if x � 0

x if x � 0:

Define function F by

F.x/ D

8
<̂
:̂

 � x C 1

18
x3 C x2

1 � x
if x � 1

2


 � 71

144
C 2 x2 if x � 1

2
;

(3.97)

where 
 > 0 is a constant. Then, we have that C D .�1; 0�,

F0.x/ D

8
<̂
:̂

�2C 1

.1 � x/2
C x2

6
if x � 1

2

4 x if x � 1

2

(3.98)

and

F00.x/ D

8
<̂
:̂

2

.1 � x/2
C x

3
if x � 1

2

4 if x � 1

2
:

(3.99)

We shall first show that F0 satisfies the L-average Lipschitz condition on U.0; 1/,
where

L.u/ D 2

.1 � u/3
C 1

6
foreach u 2 Œ0; 1/ (3.100)
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and the L0-average condition on U.0; 1/, where

L0.u/ D 2

.1 � u/3
C 1

12
foreach u 2 Œ0; 1/: (3.101)

It follows from (3.99) that

L.u/ < L.v/ foreach 0 � u < v < 1 (3.102)

and

0 < F00.u/ < F00.juj/ < L.juj/ foreach
1

2
¤ u < 1: (3.103)

Let x, y 2 U.0; 1/ with jyj C jx � yj < 1. Then, it follows from (3.102) and (3.103)
that

jF0.x/� F0.y/j � jx � yj
Z 1

0

F00.y C t .x � y// dt

� jx � yj
Z 1

0

L.jyj C t jx � yj/ dt:
(3.104)

Hence, F0 satisfies the L-average Lipschitz condition on U.0; 1/. Similarly,
using (3.98) and (3.101), we deduce that F0 satisfies the center L0-average condition
on U.0; 1/. Notice that

L0.u/ < L.u/ foreach u 2 Œ0; 1/: (3.105)

We also have 1 Dk T�1
x0 kD ˇx0 .0/ and Tx0 carries R into R as F0.x0/ D �1. We

have that � D 1, ˛ D 1, F.x0/ D F.0/ D 
 and by (46) that

� Dk T�1
x0

k d.F.x0/; C/ D 
:

Let us choose 
 D 0:05. By Maple 13 and using estimates (3.11) and (3.16) (see
also Fig. 3.1), we have that

 ˛.t/ D � � t C ˛ .
1

12
t2 � 1

t � 1
� t � 1/;

 ˛;0.t/ D � � t C ˛ .
1

24
t2 � 1

t � 1
� t � 1/;

r?˛ D 0:05322869296 and r?˛;0 D 0:05309455977:

Comparison Table 3.1 show that our error bounds s˛;nC1�s˛;n are finer than t˛;nC1�
t˛;n given in [29].
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Fig. 3.1 Left: function  ˛ on interval Œ0; 0:9/. Right: function  ˛;0 on interval Œ0:052; 0:47/

Table 3.1 Comparison table of majorizing sequences for ˛ D 1

n s˛;n s˛;nC1 � s˛;n t˛;n t˛;nC1 � t˛;n
0 0 0:05 0 0:05

1 0:05 0:00308148876 0:05 0:00321390287

2 0:05308148876 0:00001307052 0:05321390287 0:00001479064

3 0:05309455928 0:05322869351

In the rest of the examples L0 and L are positive constant functions. In Example 3.7.2
we show that L=L0 can be arbitrarily large.

Example 3.7.2 Let x0 D 0. Define the scalar function F by F.x/ D d0 x C d1 C
d2 sin ed3 x, where di, i D 0; 1; 2; 3 are given parameters. It can easily be seen that

for d3 large and d2 sufficiently small,
L

L0
can be arbitrarily large.

Next, we present three examples in the more general setting of a Banach space.
That is we consider equation F.x/ D 0, where F is a Fréchet-differentiable operator
defined on an open convex subset ˝ of a Banach space X with values in a Banach
space Y . In Example 3.7.3 we show that our condition (3.71) holds but not the
Kantorovich condition [see also (3.69)]. Note that the earlier results [29, 33, 34, 39,
40] reduce to the Kantorovich condition.

Example 3.7.3 We consider a simple example in one dimension to test conditions
(3.69)–(3.71). Let X D R, x0 D 1, ˝ D Œd; 2 � d�, d 2 Œ0; 0:5/. Define function
F on ˝ by F.x/ D x3 � d. We get that � D .1=3/ .1 � d/ and L D 2 .2 � d/.
Kantorovich’s condition [see also (3.69)] is given by h D .2=3/ .1�d/ .2�d/ > 0:5
for all d 2 .0; 0:5/. Hence, there is no guarantee that Newton’s method starting at
x0 D 1 converges to x?. However, one can easily see that if for example d D 0:49,
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Newton’s method converges to x? D 3
p
0:49. We can deduce the center-Lipschitz

condition by

L0 D 3 � d < L D 2 .2� d/ for all d 2 .0; 0:5/: (3.106)

We consider conditions (3.70) and (3.71). Then, we obtain that

h1 D 1

12
.8�3 dC.5 d2�24 dC28/1=2/ .1�d/ � 0:5 for all d 2 Œ0:450339002; 0:5/

and

h2 D 1

24
.1 � d/ .12� 4 d C .84� 58 d C 10 d2/1=2 C .12 � 10 d C 2 d2/1=2/ � :5

for all d 2 Œ0:4271907643; 0:5/:

In Fig. 3.2, we compare conditions (3.69)–(3.71) for d 2 .0; 0:999/.
Example 3.7.4 Let X D Y D CŒ0; 1�, equipped with the max-norm. Let 	 2 Œ0; 1�

be a given parameter. Consider the “cubic” integral equation

u.s/ D u3.s/C 
 u.s/
Z 1

0

K.s; t/ u.t/ dt C y.s/ � 	: (3.107)

Fig. 3.2 Functions h, h1, h2 (from top to bottom) with respect to d in interval .0; 0:999/,
respectively. The horizontal blue line is of equation y D 0:5
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Nonlinear integral equations of the form (3.107) are considered Chandrasekhar-type
equations (see, e.g., [18]) and they arise in the theories of radiative transfer, neutron
transport and in the kinetic theory of gasses. Here, the kernel K.s; t/ is a continuous
function of two variables .s; t/ 2 Œ0; 1� � Œ0; 1� satisfying

(i) 0 < K.s; t/ < 1,
(ii) K.s; t/C K.t; s/ D 1.

The parameter 
 is a real number called the “albedo” for scattering; y.s/ is a given
continuous function defined on Œ0; 1� and x.s/ is the unknown function sought in
CŒ0; 1�. For simplicity, we choose

u0.s/ D y.s/ D 1 and K.s; t/ D s

s C t
for all .s; t/ 2 Œ0; 1� � Œ0; 1� .s C t ¤ 0/:

Let d D U.u0; 1 � 	/ and define the operator F on d by

F.x/.s/ D x3.s/� x.s/C 
 x.s/
Z 1

0

K.s; t/ x.t/ dt C y.s/ � 	 for all s 2 Œ0; 1�:
(3.108)

Then every zero of F satisfies Eq. (3.107). We obtain using (3.108) and
[18, Chap. 1] that

ŒF0.x/ v� .s/ D 
 x.s/
Z 1

0

K.s; t/ v.t/ dt C 
 v.s/
Z 1

0

K.s; t/ x.t/ dtC
3 x2.s/ v.s/ � I.v.s//:

Therefore, the operator F0 satisfies the Lipschitz conditions, with

� D j
j ln 2C 1 � 	

2 .1C j
j ln 2/
; L D j
j ln 2C 3 .2� 	/

1C j
j ln 2
and L0 D 2 j
j ln 2C 3 .3� 	/

2 .1C j
j ln 2/
:

It follows from our main results that if one of conditions (3.69) or (3.70) or (3.71)
holds, then problem (3.107) has a unique solution near u0. This assumption is
weaker than the one given before using the Newton-Kantorovich hypothesis. Note
also that L0 < L for all 	 2 Œ0; 1� (see also Fig. 3.3).

Next, we pick some values of 
 and 	 such that all hypotheses are satisfied, so
we can compare conditions (3.69) or (3.70) or (3.71) (see Table 3.2).

Example 3.7.5 Let X and Y as in Example 3.7.4. Consider the following nonlinear
boundary value problem (see, e.g., [18])

�
u00 D �u3 � � u2

u.0/ D 0; u.1/ D 1:
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Fig. 3.3 Functions L0 and L
in 3d with respect to .
; 	/ in
.�3; 3/� .0; 1/. L is above L0
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Table 3.2 Comparison table of conditions (3.69), (3.70) and (3.71) for problem (3.108)


 	 h h1 h2
0:97548 0:954585 0:4895734208 0:4851994045 0:4837355633

0:8457858 0:999987 0:4177974405 0:4177963046 0:4177959260

0:3245894 0:815456854 0:5156159025 0:4967293568 0:4903278739

0:3569994 0:8198589998 0:5204140737 0:5018519741 0:4955632842

0:3789994 0:8198589998 0:5281518448 0:5093892893 0:5030331107

0:458785 0:5489756 1:033941504 0:9590659445 0:9332478337

It is well known that this problem can be formulated as the integral equation (see,
e.g., [18, Chap. 1])

u.s/ D s C
Z 1

0

Q.s; t/ .u3.t/C � u2.t// dt (3.109)

where Q is the Green function given by

Q.s; t/ D
�
t .1 � s/; t � s
s .1 � t/; s < t:
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Then problem (3.109) is in the form F.x/ D 0, where F W d ! Y is defined as

ŒF.x/� .s/ D x.s/ � s �
Z 1

0

Q.s; t/ .x3.t/C � x2.t// dt:

Set u0.s/ D s and d D U.u0;R0/. The Fréchet derivative of F is given by (see, e.g.,
[18, Chap. 1])

ŒF0.x/v� .s/ D v.s/ �
Z 1

0

Q.s; t/ .3 x2.t/C 2 � x.t// v.t/ dt:

It is easy to verify that U.u0;R0/ � U.0;R0 C 1/ since k u0 kD 1. If 2 � < 5, the
operator F0 satisfies the Lipschitz conditions, with

� D 1C �

5 � 2 �
; L D � C 6R0 C 3

4 .5 � 2 �/ and L0 D 2 � C 3R0 C 6

8 .5� 2 �/
:

Note that L0 < L (see also Fig. 3.4).
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Fig. 3.4 Functions L0 and L in 3d with respect to .�;R0/ in .0; 2:5/ � .0; 10/. L is also above L0
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Table 3.3 Comparison table of conditions (3.69), (3.70) and (3.71) for problem (3.109)

� R0 h h1 h2
0:00025 1 0:4501700201 0:3376306412 0:2946446274

0:25 0:986587 0:6367723612 0:4826181423 0:4240511567

0:358979 0:986587 0:7361726023 0:5600481163 0:4932612622

0:358979 1:5698564 1:013838328 0:7335891949 0:6245310288

0:341378 1:7698764 1:084400750 0:7750792917 0:6539239239

Next, we pick some values of � and R0 such that conditions (3.69)–(3.71) are
satisfied, so we can compare these conditions (see Table 3.3).

Example 3.7.6 Let also X D Y D CŒ0; 1� as in Example 3.7.4 and d D U.0; r/ for
some r > 1. Define F on d by (see, e.g., [18, Chap. 1])

F.x/.s/ D x.s/� y.s/�

Z 1

0

Q.s; t/ x3.t/ dt; x 2 CŒ0; 1�; s 2 Œ0; 1�: (3.110)

y 2 CŒ0; 1� is given, 
 is a real parameter and the Kernel Q is the Green’s function
defined as in Example 3.7.5. Then, the Fréchet-derivative of F is defined by

.F0.x/ .w//.s/ D w.s/ � 3


Z 1

0

Q.s; t/ x2.t/ y.t/ dt; w 2 CŒ0; 1�; s 2 Œ0; 1�:

Let us choose x0.s/ D y.s/ D 1 and j
j < 8=3. Then, we have that (see, e.g., [18,
Chap. 1])

k I � F0.x0/ k< 3

8
j
j; F0.x0/�1 2 L.Y;X /;

k F0.x0/�1 k� 8

8 � 3 j
j ; � D j
j
8 � 3 j
j ; L0 D 12 j
j

8 � 3 j
j ;

L D 6 r j
j
8 � 3 j
j and h D 6 r j
j2

.8 � 3 j
j/2 :

In Table 3.4, we compare as the last examples conditions (3.69)–(3.71). Hence,
Table 3.4 shows that our new condition h2 is always better than the Newton–
Kantorovich conditions h (see the first and third columns of Table 3.4).

Next, we present the following specialization of Theorem 3.5.1 under the
Robinson condition. For simplicity we shall drop “˛” from the definition of the
majorizing sequences.
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Table 3.4 Comparison table
of conditions (3.69), (3.70)
and (3.71) for problem
(3.110) with 
 D 1

h h1 h2
1.007515200 0.9837576000 0.9757536188

1.055505600 1.007752800 0.9915015816

1.102065600 1.031032800 1.006635036

1.485824160 1.222912080 1.127023800

Theorem 3.7.1 Let F W U.x0;R/ ! R
m be continuously differentiable. Suppose:

there exist positive constants L0 and L such that

kF0.x/� F0.x0/k � L0kx � x0k for each x 2 U.x0;R/;

kF0.x/ � F0.y/k � Lkx � yk for each x; y 2 U.x0;R/;

ı0 D ˛l0� � 1

2

and

˛ � �b0
1C .�� 1/L0b0�

where

l0 D 1

8

�
4L C

p
L0L C 8L2 C

p
L0L

�
:

Then,

(a) scalar sequence fqkg defined by

q0 D 0; q1 D �; q2 D q1 � ˛L0.q1 � q0/2

2.1� ˛L0q1/

qkC1 D qk � ˛L.qk � qk�1/2

2.1� ˛L0qk/
for each k D 2; 3; : : :

is increasingly convergent to its unique least upper bound q�.
(b) Sequence fxkg generated by (GNA) is well defined, remains in U.x0; q�/ for

each k D 0; 1; 2; : : : and converges to a limit point x� 2 U.x0; q�/ satisfying
F.x�/ 2 C. Moreover, the following estimates hold for each k D 0; 1; 2; : : :

kxkC1 � xkk � qkC1 � qk

and

kxk � x�k � q� � qk:

Notice that we can choose f˛;0.t/ D ˛L0t2

2
� t and f˛.t/ D ˛Lt2

2
� t.
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Remark 3.7.1

(a) In particular, if C D f0g and n D m, the Robinson condition is equivalent to
the condition that F0.x0/�1 is non-singular. Hence, for � D 1 we obtain the
semilocal convergence for Newton’s method defined by

xkC1 D xk � F0.xk/�1F.xk/ for each k D 0; 1; 2; : : :

under the Lipschitz condition [6, 19, 28]. However, the convergence condition
in [6, 19, 30, 31, 35] given by

ı D ˛L� � 1

2
�

Notice again that

l0 � L

holds in general and L
l0

can be arbitrarily large. Moreover, the corresponding
majorizing sequence ftkg is defined by

t0 D 0; t1 D �; tkC1 D tk � ˛L.tk � tk�1/2

2.1� ˛Ltk/
for each k D 1; 2; : : :

Then, we have for l0 < L (i. e. for L0 < L) that

qk < tk for each k D 2; 3; : : :

qkC1 � qk < tkC1 � tk for each k D 1; 2; : : :

and

q� � t�:

Finally, notice that

ı � 1

2
) ı0 � 1

2

(but not necessarily viceversa unless if L0 D L) and

ı0

ı
! 0 as

L0
L

! 0:

The preceding estimate shows by how many times at most the applicability of
(GNA) is expanded under our new technique.
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(b) If n ¤ m notice also that if L0 < L the ˛ given in the preceding result is larger
than the old one using L instead of L0. Clearly the rest of the advantages stated
in (a) also hold in the setting.

Notice that the inequalities at the end of Remark 3.6.1 are satisfied for L0 � L.
Hence, the applicability of Newton’s method or (GNA) under the Robinson

condition is expanded under the same computational cost, since in practice the
computation of constant L requires the computation of L0 as a special case.

3.8 Conclusion

Using a combination of average and center-average type conditions, we presented
a semilocal convergence analysis for (GNA) to approximate a locally solution of
a convex composite optimization problem in finite dimensional spaces setting. Our
analysis extends the applicability of (GNA) under the same computational cost as
in earlier studies such as [29, 33, 34, 39, 40].
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Chapter 4
Inexact Newton Methods on Riemannian
Manifolds

I.K. Argyros and Á.A. Magreñán

Abstract In this chapter we study of the Inexact Newton Method in order to solve
problems on a Riemannian Manifold. We present standard notation and previous
results on Riemannian manifolds. A local convergence study is presented and some
special cases are also provided.

4.1 Introduction

Many problems in the Applied Sciences and other disciplines including engineering,
optimization, dynamic economic systems, physics, biological problems can be
formulated as equation in abstract spaces using Mathematical Modelling. Moreover,
other problems in Computational Science such as linear and nonlinear programming
problems, linear semi-definite programming problems, interior point problems,
Hamiltonian and gradient flow problems and control problems to mention a few
require finding a singularity of a differentiable vector field defined on a complete
Riemannian manifold [1–36]. The solution of these equations can rarely be found
in closed form. Therefore the solution methods for these equations are usually
iterative. Recently, attention has been paid in studying iterative procedures on
manifolds, since there are many numerical problems posed on manifolds that arise
in many contexts. Examples include eigenvalue problems, minimization problems
with orthogonality constraints, optimization problems with equality constraints,
invariant subspace computations. For these problems, one has to compute solutions
of equations or to find zeros of a vector field on Riemannian manifolds. In Applied
Sciences, the practice of Numerical Analysis for finding such solutions is essentially
connected to Newton-type method.
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The singularity can be found in closed form only in special cases. That is
why most solution methods for finding such singularities are usually iterative.
In particular, the practice of Numerical Functional Analysis for finding such
singularities is essentially connected to Newton-like methods. The study about
convergence matter of iterative procedures in general is usually centered on two
types: semilocal and local convergence analysis. The semilocal convergence matter
is, based on the information around an initial point, to give criteria ensuring the
convergence of iterative procedures; while the local one is based on the information
around a solution, to find estimates of the radii of the convergence balls. A plethora
of sufficient conditions for the local as well the semilocal convergence of Newton-
like methods as well as error analysis for such methods can be found in [1–36].

First, since the singularity-finding problem is indeed a metric-free problem, the
choice of a particular Riemannian structure for implementing Newton’s method is
a strategy among others. The choice of an adequate distance measure is of primary
importance, not only because of its dramatic consequences for obtaining good basic
estimations, but also for the well-posedness of the method. Let us also observe that
the sequence generated by Newton’s method in Riemannian manifold may strongly
depend on the metric. This contrasts with the case of Rn viewed as an Euclidean
space, a case for which Newton’s iterates never depend on the choice of an inner
product.

The basic idea of Newton’s method is linearization. Starting from an initial guess
x0 2 D, we can have the linear approximation of F.x/ in the neighborhood D0 of
x0.D0 � D/ W F.x0 C w/ 	 F.x0/C F0.x0/w and solve the resulting linear equation
F.x0/C F0.x0/w D 0, leading to the recurrent Newton’s method as follows

xnC1 D xn � F0.xn/�1F.xn/ for each n D 0; 1; : : :

Here, F0.x/ denotes the Fréchet-derivative of F at x 2 D. Isaac Newton in 1669,
inaugurated his method through the use of numerical examples to solve equations
(for polynomial only defined on the real line), but did not use the current iterative
expression. Later, in 1690, Raphson proposed the usage of Newton’s method
for general functions F. That is why the method is often called the Newton-
Raphson method. In 1818, Fourier proved that the method converges quadratically
in a neighborhood of the root, while Cauchy in 1829 and 1847 provided the
multidimensional extension of Newton method. Kantorovich in 1948 published an
important paper extending Newton’s method for functional spaces (the Newton-
Kantorovich method). Ever, since thousands of papers have been written in a Banach
space setting for the Newton-Kantorovich method as well as Newton-type methods
and their applications. Newton’s method is currently and undoubtedly the most
popular one-point iterative procedure for generating a sequence approximating x�.
We refer the reader to [1–36] for more results and the references therein.

Recently, the local convergence analysis of Inexact Newton method with relative
residual error tolerance under the majorant condition in a Riemannian manifold
setting was given by Bittencourt and Ferreira in [15]. By using the majorant
function, they showed that the Inexact Newton method converges Q-linearly.
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In the present chapter, we show under the same computational cost of the
majorant function and the parameters involved as in [15] that the local convergence
analysis on the Inexact Newton method can be improved with advantages as already
stated in the abstract on this chapter (see also Remark 3.2 (b) that follows). This is
the new contribution of the chapter.

The rest of the chapter is organized as follows: the mathematical background is
given in Sect. 4.2; the local convergence analysis of the Inexact Newton method in
Sect. 4.3. Finally, special cases appear in the concluding Sect. 4.4.

4.2 Background

In order to make the chapter as self contained as possible, we briefly present some
standard notation and results on the Riemannian manifolds taken from [8–11, 15,
19, 24].

Throughout the chapter, we denote M as a smooth manifold and C
1.M/ in the

class of all continuously differentiable functions on M. Moreover, we denote the
space of vector fields on M by X .M/, the tangent space of M at p by TpM and the
tangent bundle ofM by TM D Ux2MTxM. Let M be equipped with a Riemannian
metric< :; : > with corresponding norm denoted by k:k, so that M is a Riemannian
manifold. Let us recall that the metric can be used to define the length of a piecewise
C
1 curve � W ŒaI b� ! M joining p to q, i.e., such that �.a/ D p and �.b/ D q, by

l.�/ D R b
a k� 0.t/kdt. Minimizing this length functional over the set of all such curves

we obtain a distance d. p; q/, which induces the original topology on M. We define
the open and closed balls of radius r > 0 centered at p, respectively, as

U. p; r/ WD fq 2 M W d. p; q/ < rg

and

NU. p; r/ WD fq 2 M W d. p; q/ � rg:

Also the metric induces a map f 2 C
1.M/ 7! gradf 2 X .M/, which associates

to each f its gradient via the rule < gradf ;X >D df .X /, for all X 2 X .M/.
The chain rule generalizes to this setting in the usual way: . f ı �/0.t/ D<
gradf .�.t//; � 0.t/ >, for all curves � 2 C

1. Let � be a curve joining the points p
and q in M and let r be a Levi-Civita connection associated to .M; <;>/. For
each t 2 Œa; b�, r induces an isometry, relative to <;>,

P�;a;t W T�;.a/M ! T�.t/M
v 7! P�;a;tv D V.t/;

(4.1)
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where V is the unique vector field on � such that the following conditions are
satisfied

r�0.t/V.t/ D 0

and

V.a/ D v;

the so-called parallel translation along � from �.a/ to �.t/. Note also that

P�;b1;b2 ı P�;a;b1 D P�;a;b2 ; P�;b;a D P�1
�;a;b:

A vector field V along � is said to be parallel if r�0V D 0. If � 0 itself is parallel,
then we say that � is a geodesic. The equation r�0� 0 D 0 is clearly a second
order nonlinear ordinary differential equation, so the geodesic � is determined by
its position p and velocity v at p. It is easy to check that k� 0k is constant. Moreover,
if k� 0k D 1 we say that � is normalized. If the length of a geodesic � W Œa; b� ! M
is equal the distance of its end points, i.e. l.�/ D d.�.a/�.b//, is said minimal.

A Riemannian manifold is complete if its geodesics are defined for any values of
t. The Hopf–Rinow’s theorem asserts that if this is the case then any pair of points,
say p and q, in M can be joined by a (not necessarily unique) minimal geodesic
segment. Moreover, .M; d/ is a complete metric space and bounded and closed
subsets are compact.

The exponential map at p, expp W TpM ! M is defined by exppv D �v.1/, where
v is the geodesic defined by its position p and velocity v at p and �v.t/ D expptv for
any value of t. For p 2 M, let

rp WD supfr > 0 W exppjU.op;r/
is a diffeomorphismg;

where op denotes the origin of TpM and U.op; r/ WD fv 2 TpM W kvopk < rg.
Note that if 0 < ı < rp then exppU.op; ı/ D U. p; ı/. The number rp is called the
injectivity radius of M at p.

Definition 4.2.1 Let p 2 M and rp the radius of injectivity at p. Define the quantity

Kp WD supfd.expqu; expqv/ku � vk W q 2 U. p; rp/; u; v 2 TqM; u 6D v; kvk � rp;

ku � vk � rpg:

Let M be a complete connected m-dimensional Riemannian manifold with the
Levi-Civita connection r on M. Let p 2 M, and let TpM denote the tangent space
at p to M. Let < �; � > be the scalar product on TpM with the associated norm
k � kp, where the subscript p is sometimes omitted. For any two distinct elements
p; q 2 M, let c W Œ0; 1� ! M be a piecewise smooth curve connecting p and q. Then
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the arc-length of c is defined by l.c/ WD R 1
0

kc0.t/kdt, and the Riemannian distance
from p to q by d. p; q/ WD infcl.c/, where the infimum is taken over all piecewise
smooth curves c W Œ0; 1� ! M connecting p and q. Thus, by the Hopf�Rinow
Theorem (see [18]), .M; d/ is a complete metric space and the exponential map at
p, expp W TpM ! M is well-defined on TpM.

Recall that a geodesic c in M connecting p and q is called a minimizing geodesic
if its arc-length equals its Riemannian distance between p and q. Clearly, a curve
c W Œ0; 1� ! M is a minimizing geodesic connecting p and q if and only if there
exists a vector v 2 TpM such that kvk D d. p; q/ and c.t/ D expp.tv/ for each
t 2 Œ0; 1�.

Let c W R ! M be a C1 curve and let Pc;�;� denote the parallel transport along c,
which is defined by

Pc;c.b/;c.a/.v/ D V.c.b//;8a; b 2 R and v 2 Tc.a/M;

where V is the unique C1 vector field satisfying rc0.t/V D 0 and V.c.a// D v.
Then, for any a; b 2 R;Pc;c.b/;c.a/ is an isometry from Tc.a/M to Tc.b/M. Note that,
for any a; b; b1; b2 2 R,

Pc;c.b2/;c.b1/ ı Pc;c.b1/;c.a/ D Pc;c.b2/;c.a/ and P�1
c;c.b/;c.a/ D Pc;c.a/;c.b/:

In particular, we write Pq;p for Pc;q;p in the case when c is a minimizing geodesic
connecting both points p and q. Let C1.TM/ denote the set of all the C1-vector
fields on M and Ci.M/ the set of all Ci-functions from M to R (i D 0; 1, where
C0-mappings mean continuous mappings), respectively. Let F W M ! R

l be a C1

function such that

F D .F1;F2; : : : ;Fn/

with Fi 2 C1.M/ for each i D 1; 2; : : : ; n. Then, the derivative of F along the vector
field X is defined by

rXF D .rXF1;rXF2; : : : ;rXFn/ D .X.F1/;X.F2/; : : : ;X.Fn//:

Thus, the derivative of F is a mapping DF W .C1.TM// ! .C0.M//n defined by

DF.X/ D rXF for each X 2 C1.TM/: (4.2)

We use DF. p/ to denote the derivative of F at p. Let v 2 TpM. Taking X 2
C1.TM/ such that X. p/ D v, and any nontrivial smooth curve c W .�"; "/ ! M
with c.0/ D p and c0.0/ D v, one has that

DF. p/v WD DF.X/. p/ D rXF. p/ D
�
d

dt
.F ı c/.t/

�

tD0
; (4.3)

which only depends on the tangent vector v.
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Let W be a closed convex subset of Rl (or Rm). The negative polar of W denoted
by W� is defined as

W� D fz W< z;w >� 0 for each w 2 Wg: (4.4)

Remark 4.2.1 The quantity Kp measures how fast the geodesics spread apart in M:
In particular, when u D 0 or more generally when u and v are on the same line
through oq,

d.expqu; expqv/ D ku � vk:

So Kp � 1 for all p 2 M. When M has non-negative sectional curvature, the
geodesics spread apart less than the rays ([19], Chap. 5) so that

d.expqu; expqv/ � ku � vk:

As a consequence Kp D 1 for all p 2 M. Finally it is worth noticing that radii
less than rp could be used as well (although this would require added notation such
as Kp. p/ for rp). In this spread apart might decrease, thereby providing slightly
stronger results so long as the radius was not too much less than rp.

Let X be a C1 vector field on M. The covariant derivative ofX determined by the
Levi-Civita connection r defines at each p 2 M a linear map rX . p/ WD TpM !
TpM given by

rX . p/v WD rYX . p/; (4.5)

where Y is a vector field such that Y. p/ D v.

Definition 4.2.2 Let M be a complete Riemannian manifold and Y1; : : : ;Yn be
vector fields on M. Then, the nth covariant derivative of X with respect to
Y1; : : : ;Yn is defined inductively by

r2
fY1;Y2gX WD rY2rY1X ; rn

fYigniD1
X WD rYn.rYn�1 � � � rY1X /:

Definition 4.2.3 Let M be a complete Riemannian manifold, and p 2 M. Then,
the nth covariant derivative of X at p is the nth multilinear map rn

fYigniD1
. p/ W TpM�

� � � � TpM defined by

rnX . p/.v1; : : : ; vn/ WD rn
fYigniD1

X . p/

where Y1; : : : ;Yn are vector fields on M such that Y1. p/ D v1; : : : ;Yn. p/ D vn.

We remark that Definition 23 only depends on the n-tuple of vectors .v1; : : : ; vn/
since the covariant derivative is tensorial in each vector field Yi.
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Definition 4.2.4 Let M be a complete Riemannian manifold and p 2 M. The norm
of an nth multilinear map A:TpM � � � �TpM ! TpM is defined by

kAk D supfkA.v1; : : : ; vn/k W v1; : : : ; vn 2 TpM; kvik D 1; i D 1; : : : ; ng:

In particular the norm of the nth covariant derivative of X at p is given by

krnX . p/k D supfkrnX . p/.v1; : : : ; vn/k W v1; : : : ; vn 2 TpM; kvik D 1;

i D 1; : : : ; ng:

Lemma 4.2.1 Let D be an open subset ofM, X a C1 vector field defined on D and
� W Œa; b� ! D a C1 curve. Then

P�;t;aX .�.t// D X .�.a//C
Z t

a
P�;s;arX .�.s//� 0.s/ds; t 2 Œa; b�:

Proof See [21].

Lemma 4.2.2 Let D be an open subset ofM, X a C1 vector field defined on D and
� W Œa; b� ! D a C1 curve. Then for all Y 2 X .M/ we have that

P�;t;aX .�.t//Y.�.t// D rX .�.a//Y.�.a//C
Z t

a
P�;s;ar2X .�.s//Y.�.s//� 0.s/ds;

t 2 Œa; b�:

Proof See [25].

Lemma 4.2.3 (Banach’s Lemma [15]) Let B be a linear operator and let Ip be
the identity operator in TpM. If kB � Ipk < 1 then B is invertible and kB�1k �
1=.1� kB � Ipk/.

4.3 Local Convergence Analysis

We shall show the main local convergence result for Inexact Newton method with
relative residual error tolerance under majorant and center majorant condition in a
Riemannian manifold context instead of only using the majorant condition.
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Theorem 4.3.1 Let M be a Riemannian manifold, D � M an open set and X W
D ! TM a continuously differentiable vector field. Let p� 2 D, R > 0 and � WD
supft 2 Œ0;R/ ! U. p�; t/ � Dg. Suppose that X .p�/ D 0, rX . p�/ is invertible
and there exist f0; f W Œ0;R/ ! R continuously differentiable such that

krX . p�/
�1ŒP�;1;0rX . p/ � P�;0;0rX .�.0//P�;1;0�k � f 0

0.d. p�; p// � f 0

0.0/ (4.6)

krX . p�/
�1ŒP�;1;0rX . p�/ � P�;�;0rX .�.�//P�;1;� �k � f 0.d. p�; p// � f 0.�d. p�; p//;

(4.7)

for all �Œ0; 1], p 2 B�. p�/, where � W Œ0; 1� ! M is a minimizing geodesic from p�
to p and

(h1) f0.0/ D f .0/ D 0 and f 0
0.0/ D f 0.0/ D �1.

(h2) f 0
0, f

0 are strictly increasing, f0.t/ � f .t/ and f 0
0.t/ � f 0.t/ for each t 2 Œ0;R/.

Let 0 � # < 1Kp�
, v0 D supft 2 Œ0;R/ W f 0

0.t/ < 0g, �0 D supfı 2 .0; v0/ W
Œ.1C #/j f .t/ � tf 0.t/

tf 0
0.t/

j C #� < 1
Kp�

, t 2 .0; ı/g and

r0 D minf�; �0; rp�
g:

Then the sequence fpkg generated by the Inexact Newton method for solving
X . p/ D 0 with starting point p0 2 U. p�; r0/nfp�g and residual relative error
tolerance 	 ,

pkC1 D exppk.Sk/; kX. pk/C rX. pk/Skk � 	kX. pk/k; k D 0; 1; : : : ;

(4.8)

0 � cond.rX. p�//# D #=Œ2=jf 0
0.d. p�; p0//j � 1�; (4.9)

is well defined (for any particular choice of each Sk 2 TpkM), contained in
U. p�; r0/ and converges to the unique zero p� of X in U. p�; �0/, where �0 WD
supft 2 .0; �/ W f0.t/ < 0g. Furthermore, we have that:

d. p�; pkC1/ � ˇ
0;0
kC1; (4.10)

where

ˇ
0;0
kC1 D

Kp�

2
4.1C #/

ˇ̌
ˇ̌
ˇ̌
d.p�;pk/f 0.d. p�;pk//�f.d. p�;pk//

f 0

0.d. p�;pk//

d. p�; pk/

ˇ̌
ˇ̌
ˇ̌C #

3
5 d. p�; pk/;

k D 0; 1; : : :

and fpkg converges linearly to p�. If, in addition, the function f satisfies the
following condition
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(h3) f0, f 0 are convex, then there holds

d. p�; pkC1/ � ˇ
1;0
kC1; (4.11)

where

ˇ1;0kC1 D

Kp�

2
4.1C #/

ˇ̌
ˇ̌
ˇ̌
d. p�;p0/f 0.d. p�;p0//�f.d. p�;p0//

f 0

0.d.p�;p0//

d. p�; p0/

ˇ̌
ˇ̌
ˇ̌ d. p�; pk/C #

3
5 d. p�; pk/;

�d. p�; pk/; k D 0; 1; : : : :

Consequently, the sequence fpkg converges to p� with linear rate as follows

d. p�; pkC1/ � ˇ
2;0
kC1; (4.12)

where

ˇ
2;0
kC1 D

Kp�

2
4.1C #/

jd. p�; p0/ 
 f 0.d.p�;p0//
f 0

0.d.p�;p0//
� f .d. p�;p0//

f 0

0.d.p�;p0//
j

d. p�; p0/
C #

3
5 d. p�; pk/;

k D 0; 1; : : : :

Remark 4.3.1

(a) We have that

2
4 jd. p�; pk/ 
 f 0.d.p�;pk//

f 0

0.d.p�;pk//
� f .d. p�;pk//

f 0

0.d.p�;pk//
j

d. p�; pk/

D
ˇ̌
ˇ f 0.d. p�;pk//
f 0

0.d. p�;pk//
� 1

f 0

0.d.p�;pk//
f .d. p�;pk//�f .0/

d. p�;pk/�0
ˇ̌
ˇ
i

Since the sequence fpkg is contained in U. p�; r/ and converges to the point
p� then it is easy to see that when k goes to infinity the right hand side of
last equality goes to zero. Therefore in Theorem 31 if taking # D #k in each
iteration and letting #k goes to zero (in this case, 	 D 	k also goes to zero) as
k goes to infinity, then (3.5) implies that fpkg converges to p� with asymptotic
superlinear rate.

Note that letting # D 0 in Theorem 31 which implies from (3.4) that 	 D 0,
the linear equation in (3.3) is solved exactly. Therefore (3.6) implies that fpkg
converges to p� with quadratic rate.
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(b) If f0.t/ D f .t/ for each t 2 Œ0;R/, then our Theorem 3.1 reduces to Theorem 31
in [15]. Otherwise, i.e. if f0.t/ < f .t/ and f 0

0.t/ < f 0.t/ for each t 2 Œ0;R/, then,
we have

v < v0;

� < �0;

r < r0;

� < �0

and since jf 0.t/j < jf 0
0.t/j we also have for each k D 0; 1; 2; : : :

ˇ
0;0
kC1 < ˇ

0
kC1;

ˇ
0;1
kC1 < ˇ

1
kC1

ˇ0;2kC1 < ˇ
2
kC1;

where v; �; r; �; ˇ0kC1; ˇ1kC1; ˇ2kC1 are defined in [15] by setting f0 D f in the
definition of v0; �0; r0; �0; ˇ

0;0
kC1; ˇ

0;1
kC1; ˇ

0;2
kC1 respectively.

Hence, we obtain the following advantages: a larger radius of convergence
for the Inexact Newton method (i.e. leading to a wider choice of initial guesses
p0); more precise error estimates on the distance d. p�; pk/ (i.e. in practice
less iterates must be computed to obtain a desired error tolerance) and the
uniqueness ball is larger. These observations are important in Computational
Mathematics. Notice also that condition (3.2) always implies (3.1) [simply set
f 0
0 D f 0 in (3.2) to obtain (3.1)] but not necessarily vice versa. We also have that

f 0
0.t/ � f 0.t/ for each t 2 Œ0;R/

holds in general and f 0.t/
f 0

0.t/
can be arbitrarily large [8–14].

Finally, notice that the new results (i.e. the new advantages) are obtained
under the same computational cost of the majorant function f , since in practice
the computation of function f requires the computation of function f0 as a special
case (see also the special cases).

We assume from now on, that the hypotheses of Theorem 3.1 hold with the
exception of h3, which will be considered to hold only when explicitly stated.

We begin by proving that the constants �, v0 and �0 are positive.

Proposition 4.3.1 The constants �, v0 and �0 are positive and
tf 0.t/ � f .t/

f 0
0.t/

< 0 for

all t 2 .0; v0/.
Proof D is open and p� 2 D, then, � > 0. As f 0

0 is continuous at t D 0 with
f 0.0/ D �1, there exists ı > 0 such that f 0

0.t/ < 0 for all t 2 .0; ı/. That is v0 > 0.
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Since, f .0/ D 0 and f 0
0 is continuous in 0 with f 0

0.0/ D �1, there exists ı > 0 such
that f0.t/ < 0 for all t 2 .0; ı/, which implies �0 > 0.

Assumption h2 implies that f is strictly convex, so using the strict convexity of
f and the first equality in assumption h1 we have f .t/ � tf 0.t/ < f .0/ D 0 for all
t 2 .0; v0/ then f 0

0.t/ < 0. ut
It follows from h2 and the definition of v0, we have f 0

0.t/ < 0 for all t 2 Œ0; v0/.
Therefore Newton iteration map for f is well defined in Œ0; v0/. Let us call it nf0;f

nf0;f W Œ0; v0/ ! .�1; 0�;

t ! tf 0.t/ � f .t/

f 0
0.t/

:
(4.13)

Because f 0
0.t/ 6D 0 for all t 2 Œ0; v0/ the Newton iteration map nf0;f is a continuous

function.

Proposition 4.3.2 limt!0 jnf0;f .t/j D 0. Then, lim
jnf0;f j

t D 0 > 0, �0 > 0 and
.1C #/jnf0;f .t/j=t C # < 1=Kp�

for all t 2 .0; �0/.
Proof Using (3.8), Proposition 31, f .0/ D 0 and the definition of v0 we get

jnf0;f j
t

D
ˇ̌
ˇ̌
	
f .t/=f 0.t/ � t

t



f 0.t/
f 0
0.t/

ˇ̌
ˇ̌ D

ˇ̌
ˇ̌
	
1

f 0.t/
f .t/ � f .0/

t � 0
� 1



f 0.t/
f 0
0.t/

ˇ̌
ˇ̌ ! 0;

as t ! 0, t 2 .0; v0/.
Since # < 1=Kp�

we can ensure that there exists ı > 0 such that

f 0.t/
f 0
0.t/

.1C #/Œf .t/=f 0.t/ � t�=t C # < 1=Kp�
; t 2 .0; ı/:

ut
Proposition 4.3.3 If f satisfies condition h3 then, the function Œ0; v0/ 3 t ! nf0;f

t2
is

increasing.

Proof Using definition of nf0;f in (3.8), Proposition 5 and h1 we obtain, after simples
algebraic manipulation, that

jnf0;f j
t

D 1

jf 0.t/j
Z 1

0

f 0.t/ � f 0.� t/
t

d�

ˇ̌
ˇ̌ f 0.t/
f 0
0.t/

ˇ̌
ˇ̌ ; 8t 2 .0; v0/: (4.14)

On the other hand as f 0
0, f

0 are strictly increasing the map

Œ0; v0/ 3 t 7! f 0.t/ � f 0.� t/
t

is positive for all � 2 .0; 1/. From h3 f 0
0, f

0 are convex, so we conclude that the last
map is increasing. Hence the second term in the right hand side of (3.9) is positive
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and increasing. Assumption h2 and definition of imply that the first term in the right
hand side of (3.9) is also positive and strictly increasing. Therefore we conclude that
the left hand side of (3.9) is increasing. Similarly, we show that the second function
is increasing. ut

Next, we present connections between the majorant function f and the vector
field X .

Lemma 4.3.1 Let p 2 D � M. If d. p�; p/ < minf�; v0g then rX. p/ is invertible
and

krX. p/�1P�;0;1rX. p�/k � 1=jf 0
0.d. p�; p//j

where � W Œ0; 1� ! M is a minimizing geodesic from p� to p. In particular rX. p/ is
invertible for all p 2 U. p�; r0/ where r0 is as defined in Theorem 31.

Proof See [10, 11] or Lemma 4.4 of [20] (simply use the needed f 0
0 [i.e. (3.1) instead

of (3.2)]). ut
Lemma 4.3.2 Let p 2 M. If d. p�; p/ � d. p�; p0/ < minf�; v0g, then the following
hold

cond.rX. p// � cond.rX. p�//
�
2=jf 0

0.d. p�; p0//j � 1� ;

and cond.rX. p// � # .

Proof Let Ip�
W Tp�

M ! Tp�
M the identity operator, p 2 U. p�; �/ and � W Œ0; 1� !

M a minimizing geodesic from p� to p. Since P�;0;0 D Ip�
and P�;0;1 is an isometry

we obtain

krX. p�/�1P�;1;0rX. p/P�;0;1 � Ip�
k D

krX. p�/�1
�
P�;1;0rX. p/� P�;0;0rX. p�/P�;1;0

� k:

As d. p�; p/ < v0 we have f 0
0.d. p�; p// < 0. Using the last equation, (3.1) and h1

we conclude that

krX. p�/�1P�;1;0rX. p/P�;0;1 � Ip�
k � f 0

0.d.p�; p//C 1:

Since P�;0;1 is an isometry and

krX. p/k � krX. p/kkrX. p�/�1P�;1;0rX. p/P�;0;1k;

triangular inequality together with above inequality imply

krX. p/k � krX. p/k �f 0
0.d. p�; p//C 2

�
:
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On the other hand, it is easy to see from Lemma 31 that

krX. p/�1k � krX. p�/k=f 0
0.d. p�; p//j:

Therefore, combining two last inequalities and definition of condition number we
obtain

cond.rX. p// � cond.rX. p�//
�
2=jf 0

0.d. p�; p//j � 1
�
:

Since f 0
0 is strictly increasing, f 0

0 < 0 in Œ0; v0/ and d. p�; p/ � d. p�; p0/ <
minf�; v0g, the first inequality of the lemma follows from last inequality.

The last inequality of the lemma follows from (3.4) and first inequality. ut.

The linearization error of X at a point in B�. p�/ is defined by:

EX. p�; p/ WD X. p�/ � P˛;0;1
�
X. p/C rX. p/˛0.0/

�
; p 2 B�. p�/;

where ˛ W Œ0; 1� ! M is a minimizing geodesic from p to p�. We will bound this
error by the error in the linearization on the majorant function f ,

ef .t; u/ WD f .u/� Œf .t/C f 0.t/.u � t/�; t; u 2 Œ0;R/:

Lemma 4.3.3 Let p 2 D � M. If d. p�; p/ � � then krX. p�/�1EX. p�; p/k �
ef .d. p�; p/; 0/.

Proof See [10, 11] or Lemma 4.5 of [20]. ut
Lemma 4.3.4 Let p 2 D � M. If d. p�; p/ < r0 then

krX. p/�1X. p/k � g. p�; p/; p 2 U. p�; r0/;

where

g.s; t/ D .�d.s; t/C f .d.s; t//

f 0.d.s; t//
/
jf 0.d.s; t//j
jf 0
0.d.s; t//j

C d.s; t/:

Proof Taking into account that X. p�/ D 0, the inequality is trivial for p D p�. Now
assume that 0 < d. p�; p/ < r0. Lemma 31 implies that rX. p/ is invertible. Let
˛ W Œ0; 1� ! M be a minimizing geodesic from p to p�. Because X. p�/ D 0, the
definition of EX. p�; p/ in (1.11) and direct manipulation yields

rX. p/�1P˛;1;0EX. pI p�/ D rX. p/�1X. p/C ˛0.0/:

Using the above equation, Lemmas 35 and 32, it is easy to conclude that

krX. p/�1X. p/C ˛0.0/k � k � rX. p/�1P˛;1;0rX. p�/kkrX. p�/�1EF. p; p�/k
� ef .d. p�; p/; 0/=jf 0

0.d. p�; p//j:
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Now as f .0/ D 0 definition of ef gives

ef .d. p�; p/; 0/=jf 0.d. p�; p// D �d. p�; p/C f .d. p�; p//=f 0.d. p�; p//;

which combined with last inequality yields

krX. p/�1X. p/C ˛0.0/k �
�

�d. p�; p/C f .d. p�; p//
f 0.d. p�; p//

� jf 0.d�; d/j
jf 0
0.d�; d/j :

Moreover, as k˛0.0/k D d. p�; p/, using simple algebraic manipulation,it is easy to
see that

krX. p/�1X. p/k � krX. p/�1X. p/C ˛0.0/k C d. p�; p/;

which combined with preceding inequality completes the proof. ut.

The outcome of an Inexact Newton iteration is any point satisfying some error
tolerance. Hence, instead of a mapping for Newton iteration, we shall deal with a
family of mappings describing all possible inexact iterations.

Definition 4.3.1 For 0 � 	 , N	 is the family of maps N	 W U. p�; r0/ ! X such that

kX. p/C rX. p/exp�1
p N	 . p/k � 	kX. p/k; p 2 U. p�; r0/:

If p 2 U. p�; r0/ then rX. p/ is non-singular. Therefore for 	 D 0 the family N0 has
a single element, namely, the exact Newton iteration map

N0 W U. p�; r0/ ! M
p 7! expp.�rX. p/�1X. p//:

Trivially, if 0 <� 	 � 	 0 then N0 � N	 � N	 0 . Hence N	 is non-empty for all
	 � 0.

Remark 4.3.2 For any 	 2 .0; 1/ and N	 2 N	

N	 . p/ D p , X. p/ D 0I p 2 U. p�; r0/:

This means that the fixed points of the Inexact Newton iteration N	 are the same
fixed points of the exact Newton iteration, namely, the zeros of X.

Lemma 4.3.5 Let 	 be such that 0 � cond.rX. p�// � #=Œ�1C2=jf 0.d. p�; p0//j�
and p 2 D � M. If d. p�; p/ � d.p�; p0/ < r0 and N	 2 N	 , then

.d. p�;N	 . p// � Kp�

	
.1C #/

jnf0;f d. p�; p/j
d. p�; p/

C 	



d. p�; p/; p 2 U. p�; r0/:

As a consequence, N	 .U. p�; r/// � U. p�; r/.
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Proof As X. p�/ D 0, the inequality is trivial for p D p�. Now, assume that
0 < d. p�; p/ � r. Let ˛ W Œ0I 1� ! M be a minimizing geodesic from p to p�.
Using simple algebraic manipulations, triangular inequality and definition of the
linearization error we obtain

kexp�1
p N	 . p/� ˛0.0/k �

rX. p/�1ŒrX. p/�1exp�1
p N	 . p/C X. p/�k C krX. p/�1kEX. p�; p/k: (4.15)

Using Definition (3.4) it is obvious that

krX. p/�1ŒrX. p/exp�1
p N	 . p/C X. p/�k � krX. p/�1k	kX. p/k:

Now, since kX. p/k � krX. p/kkkrX. p/�1X. p/k we obtain from Lemma 34
that

kX. p/k � krX. p/kg. p�; p/:

Definition of condition number and two above inequalities imply

krX. p/�1ŒrX. p/exp�1
p N	 . p/C X. p/k � 	cond.rX. p//g. p�; p/k: (4.16)

Now, combining Lemmas 31 and 33 the second term in (3.10) is bounded by

krX. p/�1EX. p�; p/k � 1

jf 0
0.d. p�; p//jef .d. p�; p/; 0/:

Therefore, (3.10), (3.11) and last inequality give us

kexp�1
p N	 . p/� ˛0.0/k � 	cond.rX. p//g. p�; p/k C 1

f 0
0.d. p�; p//

ef .d. p�; p/; 0/:

Since Lemma 32 implies 	cond.rX. p// � # , after simple algebraic manipulation
and considering definitions of ef and nf0;f the above inequality becomes

kexp�1
p N	 . p/� ˛0.0/k �

	
.1C #/

jnf0;f d. p�; p/j
d. p�; p/

C #



d. p�; p/:

Note that, as d. p�; p/ � r0 < �, second part of Proposition 32 implies that the
term in brackets of last inequality is less than 1=Kp�

� 1. So left hand side of last
inequality is less than r � rp�

. Therefore letting p D p� , q D p, v D ˛0.0/,u D
exp�1

p N	. p/ in Definition 21 we conclude that

d. p�;N	 . p// � Kp�
kexp�1

p N	 . p/� ˛0.0/k:

Finally combining two above inequalities the inequality of the lemma follows.
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Take p 2 U.p�; r0/. Since d. p�; p/ < r0 and r0 � �0, the first part of the lemma
and the second part of Proposition 32 imply that d. p�;NX. p// < d. p�; p/ and the
result follows.

We can now prove Theorem 31. Let 0 � 	 satisfying (3.4) and N	 2 N	 , where
N	 is defined in Definition 31. Therefore (3.3) together with Definition 31 implies
that the sequence fpkg satisfies

pkC1 D N	 .pk/; k D 0; 1; : : : ; (4.17)

which is indeed an equivalent definition of this sequence.

Proof of Theorem 31 Since p0 2 U. p�; r0/, r � v and 0 < 	cond.rX. p�// �
#=Œ2=jf 0

0.d. p�; p0//j � 1�, combining (3.12), the inclusion N	 .U. p�; r0// �
U. p�; r0/ in Lemmas 31 and 35, it is easy to conclude that by an induction argument
the sequence fpkg is well defined and remains in U. p�; r0/. Next, we are going to
prove that fpkg converges towards p�. Since d. p�; pk/ < r0, for k D 0; 1; : : : ; , we
obtain from (3.12) and Lemma 31 that

d. p�; pkC1/ � Kp�

	
.1C #/

jnf0;f d. p�; pk//j
d. p�; pk/

C #



d. p�; pk/: (4.18)

As d. p�; pk/ < r0 � � , for k D 0; 1; : : :, using second statement in Proposition 32
and last inequality we conclude that 0 d. p�; pkC1/ < d. p�; pk/, for k D 0; 1; : : :.
So fd. p�; pk/g is strictly decreasing and bounded below which implies that it
converges. Let l� WD limk!1 d. p�; pk/. Because fd. p�; pk/g rests in .0; �0/ and
is strictly decreasing we have 0 � l� < �0. We are going to show that l� D 0. If
0 < l� then letting k goes to infinity in (3.13), the continuity of nf0;f in Œ0; �/ and
Proposition 32 imply that

l� � Kp�

	
.1C #/

jnf0;f .l�/
.l�/

C #



l� < l� (4.19)

which is a contradiction. Hence we must have l� D 0. Therefore the convergence of
fpkg to p� is proved. The uniqueness of p� in B�0. p�/ was proved in Lemma 5.1 of
[20].

To prove (3.5) it is sufficient to use Eq. (3.12) and definition of nf0;f in (3.8). As
d. p�; pk/ < r0 � �0 , for k D 0; 1; : : :, limk!1 d. p�; pk/ D 0 and by hypothesis
# < 1=Kp�

thus using definition of nf0;f and first statement in Proposition 32, we
conclude

lim
k!1Kp�

2
4.1C #/

jd. p�; pk/ f .d. p�;pk//
f 0

0.d. p�;pk//
� f .d. p�;pk//j

f 0

0.d.p�;pk//

d. p�; pk/
C #

3
5 D Kp�

# < 1

(4.20)
which implies the linear convergence of fpkg to p� in (3.5).



4 Inexact Newton Methods on Riemannian Manifolds 73

We must show the inequality in (3.6): If f satisfies h3 then using definition of nf0;f
and Proposition 33 we conclude

.1C #/
jd. p�; pk/ f .d. p�;pk//

f 0

0.d.p�;pk//
� f .d. p�;pk//

f 0

0.d.p�;pk//
jd. p�; pk/

d2. p�; pk/
C #

� .1C #/
jd. p�; p0/ f .d. p�;p0//

f 0

0.d. p�;p0//
� f .d. p�;p0//

f 0

0.d. p�;p0//
jd. p�; pk/

d2. p�; p0/
C #:

As the quantity of the left hand side of the last inequality is equal to quantity in
the brackets of (3.5), the inequality in (3.6) follows from (3.5) and last inequality.
Since fd. p�; pk/g is strictly decreasing, the inequality in (3.7) follows from (3.6). ut

4.4 Special Cases

We present two special cases as examples in this section.
First, for null error tolerance we present the next result on Inexact Newton

method under a Hölder-like condition.

Theorem 4.4.1 Let M be a Riemannian manifold, D � M an open set and X W
D ! TM a continuously differentiable vector field. Take p� 2 D, R > 0 and let
� WD supft 2 Œ0;R/ W U. p�; t/g. Suppose that X. p�/ D 0, rX. p�/ is invertible and
there exist constants L0, L > 0 and 0 � � < 1 such that

krX. p�/�1ŒP�;1;0rX. p/� P�;0;0rX.�.�//P�;1;0�k � L0d. p�; p/�; (4.21)

krX. p�/�1ŒP�;1;0rX. p/�P�;�;0rX.�.�//P�;1;� �k � L.1���/d. p�; p/�; (4.22)

for all � 2 Œ0; 1� and p 2 U. p�; �/, where � W Œ0I 1� ! M is a minimizing geodesic
from p� to p. Let rp�

be the injectivity radius of M in p�, Kp�
as in Definition 1,

0 � # < 1=Kp�
and

r0 WD min

(
�;

	
LKp�

.1C 	/�

1 � Kp�
	

C L0.�C 1/


 1
�

; rp�

)
:

Then the sequence generated by the Inexact Newton method for solving X. p/ D 0

with starting point p0 2 U. p�; r0/ n fp�g and residual relative error tolerance 	 ,

pkC1 D exppk.Sk/; kX. pk/C rX. pk/Skk � 	kX. pk/k; k D 0; 1; : : : ; (4.23)

0 � cond.rX. p�//#
1C L0d. p�; p0/�

1� L0d. p�; p0/�
; (4.24)
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is well defined (for any particular choice of each Sk 2 TpkM), contained in U. p�; r0/
and converges to the unique zero p� of X in U. p�; . �C1L0

/
1
� / and we have that:

d. p�; pkC1/ � Kp�

	
.1C #

�Ld. p�; pk/�

.�C 1/Œ1 � L0d. p�; pk/��
C #



d. p�; pk/;

k D 0; 1; : : : :

Moreover, the sequence fpkg converges linearly to p�. If, in addition, � D 1 then
there holds

d. p�; pkC1/ � Kp�

	
.1C #/

L

2Œ1 � L0d. p�; p0/�
d. p�; pk/C #



d. p�; pk/;

k D 0; 1; : : : :

Consequently, the sequence fpkg converges to p� with linear rate as follows

d. p�; pkC1/ � Kp�

	
.1C #/

Ld. p�; p0/
2Œ1 � L0d. p�; p0/�

/C #



d. p�; pk/; k D 0; 1; : : : :

Proof We can prove that X, p�, f0 and f0; f W Œ0;C1/ ! R, defined f0.t/ D
L0t�C1=.�C 1/� t and by f .t/ D Lt�C1=.�C 1/� t, satisfy (3.1), (3.2), respectively
and the conditions h1 and h2 in Theorem 4. Moreover, if � D 1 then f satisfies
condition h3. It is easy to see that �0, v0 and �0, as defined in Theorem 31, satisfy

�0 D
	
LKp�

.1C 	/�

1 � Kp�
	

C L0.�C 1/


 1
�

� v0 D 1

L1=�
; �0 D Œ.�C 1/=L0�

1=�

Therefore, the result follows by invoking Theorem 31. ut.

Remark 4.4.1

(a) Note that if the vector field X is Lipschitz with constant L and center Lipschitz
with constant L0 conditions (4.1) and .4:2/ are satisfied with � D 1.

(b) We remark that letting # D 0 in Theorem 41 which implies from .4:3/ that
# D 0, the linear equation (4.2) is solved exactly. Therefore .4:4/ implies that
if � D 1 then fpkg converges to p� with quadratic rate.

(c) If L0 D L Theorem 41 reduces to Theorem 1.3 in [15]. however, if L0 < L, then
the advantages of our approach as stated in Remark 31 (b) hold.

(d) Another special result can easily be given using the Smale-Wang conditions
[30, 33, 34]. The choices for functions f0 and f have already be given in [13,
14]. Then, again the same advantages are obtained over the corresponding work
in [15]. However, we leave the tails to the motivated reader. Other choice of
function f (and f0) can be found in [5–9].
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(e) In order for us to explain the difference between the affine majorant condition
and the generalized Lipschitz condition in [35], let M D R

n and suppose that
there exists a positive integrable function L W Œ0;R/ ! R such that,

kF0.x�/�1ŒF0.x/ � F0.x� C �. y � x�//�k �
Z x�x�

�kx�x�k
L.u/du (4.25)

for each t 2 Œ0; 1� and each x 2 NU.x�; �/. Define function f W Œ0;R/ ! R by

f 0.t/ D
Z t

0

L.u/du D 1:

Suppose that L is nondecreasing. Then (3.2), function f 0 is strictly increasing
and convex. In this case (4.25) and (3.2) are equivalent. However, if f 0 is strictly
increasing and not necessarily convex, then (4.25) and (3.2) are not equivalent,
since there exist functions strictly increasing, continuous, with derivative zero
almost everywhere (see [28, 32]). Moreover, these functions are not absolutely
continuous, so they cannot be represented by an integral.

Secondly, for null error tolerance, we present the next theorem on Inexact
Newton’s method under Wang’s condition.

Theorem 4.4.2 Let M be a Riemannian manifold, D � M an open set and X W
D ! M an analytic vector field. Take p� 2 D and let � WD supft 2 Œ0;R/ W
U. p�; t/ � Dg. Suppose that X. p�/ D 0, rX. p�/ is invertible and there exist
�0 > 0 and � > 0 such that

krX. p�/�1
�
P�;1;0rX. p/� P�;0;0rX.�.0//P�;1;0

� k �

1

.1 � �0d. p�; p//2
� 1;

and

krX. p�/�1
�
P�;1;0rX. p/� P�;�;0rX.�.�//P�;1;�

� k �

1

.1 � �d. p�; p//2
� 1

.1 � ��d. p�; p//2

for each � 2 Œ0; 1�, p 2 U. p�; 1=�/, where � W Œ0; 1� ! M is a minimizing geodesic
from p� to p.

Let rp�
be the injectivity radius of M in p�, Kp�

as in Definition 21, 0 � # <

1=Kp�
.
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Then, the sequence fpkg generated by the Inexact Newton method for solving
X. p/ D 0 with starting point p0 2 U. p�; r/ n fp�g and residual relative error
tolerance 	 ,

pkC1 D exppk.Sk/; kX. pk/C rX. pk/Skk � 	kX. pk/k; k D 0; 1; : : :

0 � cond.rX. p�//	 � #Œ2Œ1 � �0d. p�; p0/�2 � 1�;
is well defined (for any particular choice of each Sk 2 TpkM), is contained in
U. p�; r/ and converges to the point the unique zero p� of X in U. p�; 1

2�0
/ and we

have that

d. p�; pkC1/ � Kp�

	
.1C #/

�

2Œ1 � �0d. p�; p0/�2 � 1
d. p�; pk/C #



d. p�; pk/;

k D 0; 1; : : : :

Consequently, the sequence fpkg converges to p� with linear rate as follows

d. p�; pkC1/ � Kp�

	
.1C #/

�d. p�; p0/
2Œ1 � �0d. p�; p0/�2 � 1

C #



d. p�; pk/;

k D 0; 1; : : :

Proof Simply, choose

f0.t/ D t

1 � �0t � 2t and f .t/ D t

1 � � t
� 2t:

Then all hypotheses of Theorem 31 are satisfied. ut
Remark 4.4.2 If �0 D � Theorem 51 reduces to Theorem 14 in [15]. Otherwise,
i.e. if �0 < � , then our Theorem 51 is an improvement with advantages as already
stated in Remark 31. Notice that

�0 < �

holds in general and �

�0
can be arbitrarily large [8–14]. Examples where �0 < �

can be found in [13, 15]. Notice that Theorem 14 in [15] extended earlier results in
the literature [16, 20, 25, 26]. Moreover, it is worth noticing that the computation
of constant � requires the computation of constant �0 as a special case. Hence,
the advantages of our approach over the earlier ones are obtained under the same
computational cost on the constants involved. Finally, notice that if M is an analytic
Riemannian manifold and

�0 D � D sup
n>1






rX. p�/�1rnX. p�/

nŠ






1

n�1

< C1;

then our results merge to Smale’s [30].
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Chapter 5
On the Design of Optimal Iterative Methods
for Solving Nonlinear Equations

Alicia Cordero and Juan R. Torregrosa

Abstract A survey on the existing techniques used to design optimal iterative
schemes for solving nonlinear equations is presented. The attention is focused
on such procedures that use some evaluations of the derivative of the nonlinear
function. After introducing some elementary concepts, the methods are classified
depending on the optimal order reached and also some general families of arbitrary
order are presented. Later on, some techniques of complex dynamics are introduced,
as this is a resource recently used for many authors in order to classify and compare
iterative methods of the same order of convergence. Finally, some numerical test
are made to show the performance of several mentioned procedures and some
conclusions are stated.

5.1 Introduction

Many real problems in different fields of Science and Technology require finding
the solution of an equation or a system of nonlinear equations. In particular, the
numerical solutions of equations and systems are needed in the study of dynamic
models of chemical reactors, on radioactive transfer, interpolation problems in
Astronomy, in climatological simulations, in problems of turbulence, in the res-
olution of integral equations or partial differential equations, in the preliminary
determination of satellite orbits, in global positioning systems, etc.

The solution of equations and systems of nonlinear equations has been, and
remains today, one of the most active topics of Numerical Analysis and has produced
a great amount of publications, which is confirmed in the texts of, among others,
Ostrowski [59], Traub [69], Ortega and Rheinbolt [58] and Petković et al. [61].
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In this chapter, we will focus on the fixed point iterative methods that, under
certain conditions, approximate a simple root ˛ of a nonlinear equation f .x/ D 0,
where f W I � R ! R is a real function defined in an open interval I. This class of
methods can be classified in one-point methods and multipoint schemes. In addition,
each one of these classes can be divided in methods with or without memory, but in
this chapter we will only take care of iterative schemes without memory.

The one-point iterative schemes are those in which the .k C 1/th-iterate is
obtained by using functional evaluations only of kth-iterate, that is,

xkC1 D ˚.xk/; k D 0; 1; 2; : : :

One of the most known and commonly used iterative method of this type is
Newton’s method, given by

xkC1 D xk � f .xk/

f 0.xk/
; k D 0; 1; 2; : : : ;

and the family of Chebyshev-Halley methods, whose iterative expression is

xkC1 D xk �
�
1C 1

2

Lf .xk/

1 � ˇLf .xk/

�
f .xk/

f 0.xk/
; k D 0; 1; 2; : : : ;

where ˇ is a parameter and Lf .xk/ D f .xk/f 00.xk/
f 0.xk/2

is called the degree of logarithmic

convexity. Different values of parameter ˇ give rise to classical methods as
Chebyshev’s scheme, for ˇ D 0, Halley’s procedure, for ˇ D 1=2 or super-Halley
scheme for ˇ D 1.

It is known that if xkC1 D ˚.xk/ is a one-point iterative method which use d
functional evaluations per step, then its order of convergence is at most p D d. On
the other hand, Traub [69] proved that for designing a one-point method of order p,
the iterative expression must contain derivatives at least of order p�1. So, one-point
methods are not a good idea in order to increase the order of convergence and the
computational efficiency.

These restrictions of one-point methods are an explanation of the increasing
interest that the researchers are showing in the last years by the multipoint iterative
methods. In this type of schemes, also called predictor-corrector schemes, .kC1/th-
iterate is obtained by using functional evaluations of the kth-iterate and also other
intermediate points. For example, a multipoint scheme of two steps will have the
expression

yk D �.xk/;
xkC1 D ˚.xk; yk/; k D 0; 1; 2; : : :
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The main objective and motivation for designing new iterative schemes is to
increase the order of convergence without adding many functional evaluations. For
the sake of clarity and to make this chapter self-content, we are going to recall some
concepts related to iterative methods.

Definition 5.1.1 Let fxkgk�0 be a sequence generated by an iterative method, that
converges to ˛. If there exist a real number p and a positive constant C (C < 1 if
p D 1) such that

lim
k!C1

jxkC1 � ˛j
jxk � ˛jp D C;

then p is called the order of convergence and C is the asymptotic error constant.

Let ek D xk � ˛ be the error of the approximation in the kth-iteration. Then, an
iterative method of order p satisfies the equation

ekC1 D ek
p C O.ek

pC1/;

which is called the error equation of the method.
Some examples show that this definition is rather restrictive, which motivated

Ortega and Rheinboldt to introduce in [58] the concepts of Q- and R-order of
convergence. Nevertheless, they proved that the Q-, R- and Traub’s C-order coincide
when 0 < C < C1 exists for some p 2 Œ1;C1Œ. Since the asymptotic error
constant C always satisfies this condition for all methods considered in this chapter,
we will work with the previous definition of order of convergence.

There are in the literature other measures for comparing different iterative
procedures. Traub in [69] defined the informational efficiency of an iterative method
M as

I.M/ D p

d
;

where p is the order of convergence and d the number of functional evaluations per
iteration. On the other hand, Ostrowski in [59] introduced the efficiency index, given
by

EI.M/ D p1=d:

On the other hand, by using the tools of complex dynamics is possible to compare
different algorithms in terms of their basins of attraction, the dynamical behavior
of the rational function associated to the iterative method on polynomials of low
degree, etc. Varona [70], Amat et al. [1], Neta et al. [57], Cordero et al. [27] and
Magreñán [52], among others, have analyzed many schemes and parametric families
of methods under this point of view, obtaining interesting results about their stability
and reliability. The Cayley’s test introduced by Babajee et al. [9] is also a good tool
to classify iterative schemes for solving nonlinear equations.
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When testing new methods, either to check the order of convergence or to
estimate how much it differs from the theoretical order in practical implementation,
it is of interest to use the computational order of convergence (COC), introduced by
Weerakoon and Fernando in [72] as

p 	 COC D ln j.xkC1 � ˛/=.xk � ˛/j
ln j.xk � ˛/=.xk�1 � ˛/j ; k D 1; 2; : : :

where xkC1, xk and xk�1 are the last three successive approximations of ˛ obtained
in the iterative process. The value of zero ˛ is unknown in practice. So, the approx-
imated computational order of convergence, defined by Cordero and Torregrosa in
[22], is often used as

p 	 ACOC D ln j.xkC1 � xk/=.xk � xk�1/j
ln j.xk � xk�1/=.xk�1 � xk�2/j ; k D 2; 3; : : : (5.1)

ACOC is a vector which gives us interesting information only if its components are
stable.

The major goal in designing new multipoint iterative methods is closely related
to the Kung-Traub conjecture [50]. Kung and Traub conjectured that the order
of convergence of an iterative method without memory, which uses d functional
evaluations per iteration, is at most 2d�1. When this bound is reached the method is
called optimal. Kung-Traub conjecture is supported by many families of multipoint
methods of arbitrary order p, and an important number of particular schemes
developed after 1980. In this chapter we will describe different techniques for
designing optimal methods and we will present a review of some optimal methods
and parametric families of methods existing in the literature.

A standard way to increase the order of convergence of an iterative scheme is by
using the so-called technique of composition. It can be proved [69] the following
result.

Theorem 5.1.1 Let ˚1.x/ and ˚2.x/ be iterative functions of orders p1 and p2,
respectively. Then the iterative scheme resulting by the composition of the previous
ones, xkC1 D ˚1.˚2.xk//; k D 0; 1; 2; : : :, has order of convergence p1p2.

However, this composition always increase the number of functional evaluations.
So, in order to preserve the optimality it is necessary to use some tools that allow
us to reduce the amount of functional evaluations, such as approximating the last
evaluations by means of interpolation polynomials, Padé approximants, inverse
interpolation, Adomian polynomials, . . . where we use the value of the function and
the derivatives at points already known.

Weight function procedure also allows us to increase the order of convergence
without new functional evaluations. It is possible to use weight functions with one
or several variables as well as different functions added, multiplied, etc.
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The rest of this chapter is organized as follows. Firstly, in Sect. 5.2 a review
of the techniques used to design optimal fourth-order methods with derivatives
is made, showing some of the most representative resulting schemes or families;
Sect. 5.3 is devoted to the following steps of the improvement of efficiency index:
the design of optimal eighth- and sixteenth-order schemes. Some general families
of iterative schemes using derivatives are presented in Sect. 5.4. The classification
and comparison between this schemes is focused on complex dynamics techniques
in Sect. 5.5, using for this aim Cayley Test and also the behavior of procedure on
third-degree polynomials. Some numerical performances are presented in Sect. 5.6
and, finally, some conclusions are shown in Sect. 5.7.

5.2 Optimal Fourth-Order Methods

As far as we know, the first researches on multipoint methods were presented by
Traub in [69]. Although, in general, those methods are not optimal, the employed
techniques have had a big influence in subsequent studies on multipoint methods.
We consider the scheme resulting by composing Newton’s method with itself

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk � f .yk/

f 0.yk/
; k D 0; 1; 2; : : :

(5.2)

This scheme is simple and its order of convergence is four, which is a consequence
of the fact that Newton’s method is of second order and Theorem 5.1.1. Neverthe-
less, it is not optimal in the sense of Kung-Traub conjecture, since it needs four
functional evaluations per iteration. One way to reduce the number of functional
evaluations is to “frozen” the derivative, which gives Traub’s scheme [69] (also
known as Potra-Pták method)

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk � f .yk/

f 0.xk/
; k D 0; 1; 2; : : :

(5.3)

but, this method is still not optimal because it has order three. To reduce the number
of functional evaluations without decreasing the order of convergence it can be used
the idea of Chun [18] to approximate f 0.y/ by

f 0.yk/ 	 f 0.xk/
G.tk/

; tk D f .yk/

f .xk/
;
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assuming that real function G is sufficiently differentiable in a neighborhood of 0.
Then, the two-step scheme (5.3) becomes

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk � G.tk/
f .yk/

f 0.xk/
; tk D f .yk/

f .xk/
; k D 0; 1; 2; : : : ;

(5.4)

whose convergence is established in the following result (its proof can be found in
[18]).

Theorem 5.2.1 Let f W I � R ! R be a real sufficiently differentiable function
and ˛ 2 I a simple root of f .x/ D 0. Let G.t/ be a real function satisfying G.0/ D
1, G0.0/ D 2 and jG00.0/j < C1. If x0 is close enough to ˛, then the order of
convergence of family (5.4) is four and its error equation

ekC1 D
	
c32

�
5 � G00.0/

2

�
� c2c3



e4k C O.e5k/;

where ck D 1

kŠ

f .k/.˛/

f 0.˛/
; k D 2; 3; : : : and ek D xk � ˛.

A similar result was obtained by Artidiello [5] by using a weight function of two

variables G.tk; uk/, tk D f .yk/

f .xk/
, uk D f .xk/

f 0.xk/
and assuming that function G is

sufficiently differentiable in a neighborhood of .0; 0/. He also generalized these
results in the following way. Let us consider the iterative scheme

yk D xk � � f .xk/

f 0.xk/
;

xkC1 D yk � G.
k/
f .yk/

f 0.xk/
; k D 0; 1; 2; : : : ;

(5.5)

where � is a real parameter and G.
.x// is a real function of variable 
.x/ D
a1 f .x/C a2 f .y/

b1 f .x/C b2 f .y/
, a1; a2; b1; b2 2 R, sufficiently differentiable in a neighborhood of

c D a1=b1. The following result analyzes the convergence of this family.

Theorem 5.2.2 Let f W I � R ! R be a real function sufficiently differentiable and
˛ 2 I a simple root of f .x/ D 0. Let G.
.x// be a real function satisfying G.c/ D 1,

G0.c/ D 2b21
a2b1 � a1b2

and jG00.c/j < C1. If � D 1, a1 ¤ 0, b1 ¤ 0 and x0 is

close enough to ˛, then the order of convergence of family (5.5) is four and its error
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equation

ekC1 D
	
10b41 C 4b31b2 C .2a1a2b1b2 � a22b

2
1 � a21b

2
2/G

00.c/
2b41

c32 � c2c3



e4k C O.e5k/;

where ck D 1

kŠ

f .k/.˛/

f 0.˛/
; k D 2; 3; : : : and ek D xk � ˛.

Proof By using Taylor series around ˛, we have

f .xk/ D f 0.˛/
�
ek C c2e

2
k C c3e

3
k C c4e

4
k

�C O.e5k/ (5.6)

and

f 0.xk/ D f 0.˛/
�
1C 2c2ek C 3c3e

2
k C 4c4e

3
k

�C O.e4k/: (5.7)

From these expressions, we get

yk � ˛ D .1 � �/ek C �c2e
2
k � 2�.c22 � c3/e

3
k C �.4c32 � 7c2c3 C 3c4/e

4
k C O.e5k/:

Furthermore, we have

f .yk/ D f 0.˛/
�
.1 � �/ek C .1 � � C �2/c2e

2
k

C.�2�2c22 � .�1C � � 3�2 C �3/c3/e
3
k C .5�2c32 C �2.�10C 3�/c2c3

C.1 � � C 6�2 � 4�3 C �4/c4/e
4
k

�C O.e5k/: (5.8)

Now, Taylor series for 
.xk/ gives,

a1 f .xk/C a2 f .yk/

b1 f .xk/C b2 f .yk/
D 1

B
.a1 C a2 � a2�/C A

B2
�2c2ek

� 1

B3
�
A�2..3b1 C b2.3 � 3� C �2//c22 C .�3C �/Bc3

�
e2k

C 1

B4
A�2

�
.8b21 C b22.�2C �/2.2 � 2� C �2/

C2b1b2.8 � 8� C 3�2//c32 C 2.b21.�7C 2�/

Cb1b2.�14C 18� � 7�2 C �3/

�b22.7 � 16� C 14�2 � 6�3 C �4//c2c3

CB2.6 � 4� C �2/c4
�
e3k C O.e4k/;

where A D a2b1 � a1b2 and B D b1 C b2 � b2� .
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Let us represent function G by its Taylor’s polynomial of the second order at the
point c,

G.
.xk// 	 G.c/C G0.c/.
.xk/ � c/C G00.c/
2

.
.xk/ � c/2: (5.9)

Now, using (5.7)–(5.9), we obtain an expression for ekC1 D yk � ˛ �G.
.xk//
f .yk/
f 0.xk/

in terms of powers of ek. In order to cancel the coefficients of ek, e2k and e3k it is

necessary to assume � D 1, G.c/ D 1, G0.c/ D 2b21
a2b1�a1b2

, and jG00.c/j < 1. In this
case, the error equation is

ekC1 D
	
10b41 C 4b31b2 C .2a1a2b1b2 � a22b

2
1 � a21b

2
2/G

00.c/
2b41

c32 � c2c3



e4k C O.e5k/;

and the proof is finished. �

The first fourth-order optimal method was constructed by Ostrowski [59],
who derived his method using interpolation techniques. This method can also be
designed starting from double Newton’s scheme and replacing f 0.yk/ (the derivative
of the second step) by a suitable approximation which does not require new
information. The iterative expression is

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk � f .xk/

f .xk/ � 2 f .yk/
f .yk/

f 0.xk/
; k D 0; 1; 2; : : :

(5.10)

This method can be obtained as a particular case of many parametric families of
fourth-order methods developed in later researches, see for example, the Chun-Ham
family [19], the family derived by Kou et al. [48], etc. Ostrowski’s scheme has good
convergence properties (see [73]) and an interesting stability behavior [9, 26]. This
fact has propitiated that many researchers construct high order optimal schemes
using Ostrowski’s method as a predictor.

A generalization of Ostrowski’s method was proposed by King [47] using the
approximation of f 0.yk/ in (5.2)

f 0.yk/ 	 f 0.xk/
f .xk/C � f .yk/

f .xk/C ˇf .yk/
;

where ˇ and � are parameters. He obtained the parametric family of fourth-order
iterative methods

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk � f .xk/C ˇf .yk/

f .xk/C .ˇ � 2/f .yk/

f .yk/

f 0.xk/
; k D 0; 1; 2; : : :

(5.11)
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It is easy to observe that Ostrowski’s method is a particular case of (5.11) for
ˇD0. Many published works after [47] have King’s family as a particular case, even
though the authors obtained their methods with different procedures. Kou et al. [48]
designed an iterative scheme by using a linear combination of Traub’ and Newton-
Steffensen methods, which turned out to be a particular case of King’s family. Also,
Kou et al. [49] obtained King’s family by composing Chebyshev’s method, free of
second derivative, and Newton’s scheme.

Different selections of function G.t/ in (5.4), satisfying the convergence condi-
tions, allow us to obtain many other optimal fourth-order methods. For example, we
consider the following special cases for function G.t/, t 2 R

1. G.t/ D 1C ˇt

1C .ˇ � 2/t , ˇ 2 R.

2. G.t/ D 1C 2t.

3. G.t/ D 4

4 � 2t � t2
.

4. G.t/ D t2 C .� � 2/t � 1

� t � 1
, � 2 R.

Such choices in (5.4) produce new methods or particular cases of known ones.
For example, from function (1) we obtain King’s family of fourth-order methods.
From (2) the iterative expression is

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk � f .xk/C 2f .yk/

f .xk/

f .yk/

f 0.xk/
; k D 0; 1; 2; : : :

which is a particular case of King’s family.
From (3) we get the new method

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk � .f .xk/C f .yk//2

f .xk/2 � 5f .yk/2
f .yk/

f 0.xk/
; k D 0; 1; 2; : : :

Finally, choosing G.t/ of (4) we obtain the parametric family

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk �
	
1C f .yk/.f .yk/ � 2 f .xk//

f .xk/.� f .yk/� f .xk//



f .yk/

f 0.xk/
; k D 0; 1; 2; : : :

Taking � D 1 we obtain Maheshvari’s scheme [53] as an special case.
Other procedures for designing iterative methods, different from weight func-

tions are possible. By composing Traub’s method and Newton’s scheme with
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“frozen” derivative, a non-optimal fourth-order method results

yk D xk � f .xk/

f 0.xk/
;

zk D xk � f .xk/C f .yk/

f 0.xk/
;

xkC1 D zk � f .zk/

f 0.xk/
; k D 0; 1; 2; : : :

By using the second-order Taylor expansion of f .zk/ and f .yk/ around xk, we
obtain

f .zk/ 	 f .xk/C f 0.xk/.zk � xk/C 1

2
f 00.xk/.zk � xk/

2 (5.12)

and

f .yk/ 	 f .xk/C f 0.xk/.yk � xk/C 1

2
f 00.xk/.yk � xk/

2;

getting the following approximation

1

2
f 00.xk/ 	 f .yk/� f .xk/� f 0.xk/.yk � xk/

.yk � xk/2
D f .yk/f 0.xk/2

f .xk/2
;

which only depends on already evaluated functional values f .xk/, f .yk/ and f 0.xk/.
By substituting this expression in (5.12) we have

f .zk/ 	 f .yk/2.2 f .xk/C f .yk//

f .xk/2
:

So, the new method is expressed as

yk D xk � f .xk/

f 0.xk/
;

zk D xk � f .xk/C f .yk/

f 0.xk/
;

xkC1 D zk � f .yk/2.2 f .xk/C f .yk//

f .xk/2 f 0.xk/
; k D 0; 1; 2; : : :

(5.13)

The following result, whose proof can be found in [23], establishes the conver-
gence of (5.13).
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Theorem 5.2.3 Let f W I � R ! R be a real function sufficiently differentiable and
˛ 2 I a simple root of f .x/ D 0. If x0 is close enough to ˛, then the method defined
by (5.13) has optimal convergence order four and its error equation is

ekC1 D .4c32 � c2c3/e
4
k C O.e5k/;

where ck D f .k/.˛/

kŠf 0.˛/
; k D 2; 3; : : : and ek D xk � ˛.

The multipoint methods previously presented use two evaluations of function
f at different points and one evaluation of f 0. In 1966, Jarratt [43] designed an
iterative scheme that uses one function and two derivative evaluations per iteration.
So, optimal two-point schemes with this type of evaluations are called Jarratt-type
methods.

Jarratt in [43] analyzed a class of iterative methods of the form

xkC1 D xk � �1.xk/� �2.xk/;

where

�1.x/ D a1w1.x/C a2w2.x/; �2.x/ D f .x/

b1 f 0.x/C b2 f 0.x C �w1.x//
;

w1.x/ D f .x/

f 0.x/
and w2.x/ D f .x/

f 0.x C �w1.x//
:

By using Taylor expansion around a simple root of f .x/ D 0, ˛, Jarratt obtained
the values of parameters in order to construct a fourth-order scheme. Specifically,
Jarratt’s method has the iterative expression

yk D xk � 2

3

f .xk/

f 0.xk/
;

xkC1 D xk � 1

2

�
3f 0.yk/C f 0.xk/
3f 0.yk/ � f 0.xk/

�
f .xk/

f 0.xk/
; k D 0; 1; 2; : : :

(5.14)

Other families of two-point methods of fourth-order, which also uses one
evaluation of f and two of its derivative, have been proposed. Chun and Ham in
[20] design

xkC1 D xk �
�
1C 1

2

Jf .xk/

1 � Jf .xk/

�
f .xk/

f 0.xk/
; k D 0; 1; 2; : : : ;
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where Jf .xk/ D f .xk/

f 0.xk/2
f 0.yk/� f 0.xk/

yk � xk
and yk D xk � h.xk/

f .xk/

f 0.xk/
, being h any

function satisfying h.˛/ D 2=3. Also Kou et al. in [49] construct the scheme

yk D xk � 2

3

f .xk/

f 0.xk/
;

xkC1 D xk �
�
1 � 3

4

.tk � 1/.� tk C 1 � �/
.�tk C 1 � �/.ˇtk C 1 � ˇ/

�
f .xk/

f 0.xk/
; k D 0; 1; 2; : : : ;

where tk D f 0.yk/
f 0.xk/

and � D �C ˇ � 3

2
, �; ˇ 2 R.

5.3 High Order Optimal Multipoint Methods

In this section, we consider some classes of optimal three-point methods with order
eight. As we will see, once an optimal two-point methods of order four is stated, it
is easy to construct three-point methods of order eight that require four functional
evaluations, that is, optimal schemes. It can be constructed by derivative estimation,
inverse interpolation, weight function procedure, etc.

By composing a general optimal fourth-order scheme with Newton’s method we
obtain a general method of order 8

yk D xk � f .xk/

f 0.xk/
;

zk D '4.xk; yk/;

xkC1 D zk � f .zk/

f 0.zk/
;

(5.15)

which is not optimal because it uses five functional evaluations per step. To reduce
the number of functional evaluations, we can use different procedures.

1. Polynomial interpolation.

We approximate f 0.zk/ by using the available data f .xk/, f 0.xk/, f .yk/ and f .zk/. The
polynomial interpolation of third order is

p3.t/ D f .zk/C .t � zk/f Œzk; yk�C .t � zk/.t � yk/f Œzk; yk; xk�

C.t � zk/.t � yk/.t � xk/f Œzk; yk; xk; xk�;

where f Œ � � denotes the divided differences of several orders. Hence,

p0
3.zk/ D f Œzk; yk�C .zk � yk/f Œzk; yk; xk�C .zk � yk/.zk � xk/f Œzk; yk; xk; xk�

D f Œzk; yk�C 2.zk � yk/f Œzk; yk; xk� � .zk � yk/f Œ yk; xk; xk�
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and we use the approximation f 0.zk/ 	 p0
3.zk/. From a free from second derivative

variant of Chebyshev-Halley method and this idea, the authors in [30] designed a
eighth-order optimal family, whose iterative expression is

yk D xk � f .xk/

f 0.xk/
;

zk D xk �
�
1C f .yk/

f .xk/ � 2ˇf .yk/
�

f .xk/

f 0.xk/
;

xkC1 D zk � f .zk/

f Œzk; yk�C 2.zk � yk/f Œzk; yk; xk�� .zk � yk/f Œ yk; xk; xk�
;

(5.16)

for k D 0; 1; 2; : : :, where ˇ is a real parameter.

2. Hermite’s interpolating polynomial.

This polynomial of third order for the given data has the form

h3.t/ D a0 C a1.t � xk/C a2.t � xk/
2 C a3.t � xk/

3:

The unknown coefficients are determined from the conditions

h3.xk/ D f .xk/; h3.yk/ D f .yk/; h3.zk/ D f .zk/; h0
3.xk/ D f 0.xk/:

Then, the values of the coefficients are

a0 D f .xk/;
a1 D f 0.xk/;

a2 D .zk � xk/f Œ yk; zk�

.zk � yk/.yk � xk/
� .yk � xk/f Œzk; xk�

.zk � yk/.zk � xk/
� f 0.xk/

�
1

zk � xk
C 1

yk � xk

�
;

a3 D f Œzk; xk�

.zk � yk/.zk � xk/
� f Œ yk; xk�

.zk � yk/.yk � xk/
C f 0.xk/
.zk � xk/.yk � xk/

:

Replacing the obtained coefficients, we get the expression of h0
3.zk/,

h0
3.zk/ D f Œzk; xk�

�
2C zk � xk

zk � yk

�
� .zk � xk/2

.yk � xk/.zk � yk/
f Œ yk; xk�C f 0.xk/

zk � yk
yk � xk

and by using the approximation f 0.zk/ 	 h0
3.zk/ in the third step of (5.15) the

following optimal eighth-order scheme is constructed

yk D xk � f .xk/

f 0.xk/
;

zk D '4.xk; yk/;

xkC1 D zk � f .zk/

h0
3.zk/

; k D 0; 1; 2; : : :

This idea was employed, among other references, in [60, 71].
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3. Weigh function procedure.

It is possible to deal with weight functions of one, two or more variables, or combine
two or more weight functions with one o more arguments. These weight functions
and their variables must use only available information to keep the number of
functional evaluations not greater than four. Many optimal three-point methods have
been constructed in this way (see for example [7, 36, 39] and the references therein).

In [7], the authors proposed the following three-step method, which is a
generalization of the one proposed in [36], with weight functions in the second and
third step,

yk D xk � �
f .xk/

f 0.xk/
;

zk D yk � H.uk/
f .yk/

f 0.xk/
;

xkC1 D zk � G.uk; vk/
f .zk/

f 0.xk/
;

(5.17)

where uk D f .yk/

b1 f .xk/C b2 f .yk/
, being b1 and b2 arbitrary real parameters and

vk D f .zk/

f .yk/
. Let us observe that we use the composition of Newton’s method with

“frozen” derivative and weight functions of one and two variables. The following
result was proved in [7]. In it, Gu.0; 0/ and Guu.0; 0/ denote the first and second
partial derivative of G, respect to u, evaluated at .0; 0/.

Theorem 5.3.1 Let ˛ 2 I be a simple zero of a sufficiently differentiable function
f W I � R ! R on an open interval I. Let H and G be sufficiently differentiable real
functions and x0 be an initial approximation close enough to ˛. If � D 1 and H and
G satisfy H.0/ D 1, H0.0/ D 2b1, H00.0/ D 2b1.2b1Cb2/, G.0; 0/ D Gv.0; 0/ D 1,
Gu.0; 0/ D 2b1, Guv.0; 0/ D 4b1, Guu.0; 0/ D 2b1.3b1 C b2/ and jGvv.0; 0/j <
C1, then the methods of the family described by (5.17) have order of convergence
eight for any value of parameters b1 and b2, b1 ¤ 0. The error equation is

ekC1 D 1

2b31
Œ.3b1 C b2/c

2
2 � b1c3�Œr3c

2
3 C r4c

4
2 C r5c

2
2c3 � 2b21c2c4�e

8
k C O.e9k/;

where cj D f .j/.˛/

jŠf 0.˛/
, j D 2; 3; : : :, r3 D b21.Gvv.0; 0/�2/, r4 D 9b21.Gvv.0; 0/�6/C

b22.Gvv.0; 0/�2/C2b1b2.3Gvv.0; 0/�13/ and r5 D b21.34�Gvv/�2b1b2.Gvv�5/.
Other procedures used by the researchers in order to reduce the number of

functional evaluations in (5.15) are the rational interpolation and the inverse
interpolation (see, for example [62]). However, let us note that weight function
procedure contains rational functions and Hermite’s interpolating polynomial as
special cases.
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The end of this section is devoted to present in short different families of optimal
eighth-order methods. Bi et al. [12] used King’s family as optimal fourth-order
method, the approximation of f 0.zk/,

f 0.zk/ 	 f Œzk; yk�C f Œzk; xk; xk�.zk � yk/

and a weight function in the third step for designing the following family

yk D xk � f .xk/

f 0.xk/
;

zk D yk � f .xk/C ˇf .yk/

f .xk/C .ˇ � 2/f .yk/

f .yk/

f 0.xk/
;

xkC1 D zk � p.sk/
f .zk/

f Œzk; yk�C f Œzk; xk; xk�.zk � yk/
;

(5.18)

where sk D f .zk/=f .xk/ and p.s/ is a real function satisfying the conditions showed
in the following result, whose proof can be found in [12].

Theorem 5.3.2 Let ˛ be a simple zero of a sufficiently differentiable function f . If
x0 is close enough to ˛, then the sequence fxkg generated by (5.18) converges to ˛
with order eight if ˇ D � 1

2
and function p satisfies the properties

p.0/ D 1; p0.0/ D 2; jp00.0/j < C1:

Other three-step optimal schemes that use King’s family or Ostrowski’s method
for the two first steps was constructed by Cordero et al. in [24, 25]. On the other
hand, from the Kung-Traub’s optimal method of order four [50] and by using
different combinations of weight functions, the authors in [29] presented two three-
step families of optimal eighth-order schemes.

In a similar way, as we have passed through optimal fourth-order to get optimal
eighth-order, by using a combination of the described procedures it is possible to
design optimal methods of order 16, 32,. . . and so on. If we add a new step to family
described by (5.17) with a similar structure to the previous one, we can obtain a
four-step family of optimal sixteenth-order methods. Let us consider the four-step
family

yk D xk � �
f .xk/

f 0.xk/
;

zk D yk � H.uk/
f .yk/

f 0.xk/
;

sk D zk � G.uk; vk/
f .zk/

f 0.xk/
;

xkC1 D sk � T.uk; vk;wk/
f .sk/

f 0.xk/
;

(5.19)
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where uk D f .yk/=f .xk/, vk D f .zk/=f .yk/ and wk D f .sk/=f .zk/. The authors proved
in [6] that if � D 1 and functions H, G and T satisfy several conditions, the iterative
methods described in (5.19) reach sixteenth-order of convergence. These conditions
are:

H.0/ D 1; H0.0/ D 2; H00.0/ D 0; H000.0/ D 24;

H.iv/.0/ D �72; G.0; 0/ D 1; Gu.0; 0/ D 2; Gv.0; 0/ D 1;

Guu.0; 0/ D 2; Guv.0; 0/ D 4; Guuu.0; 0/ D 0; Guuuv.0; 0/ D 24;

Guuvv.0; 0/ D �16; Guuv.0; 0/ D 6; Guuuu.0; 0/ D 0; Tu.0; 0; 0/ D 2;

Tv.0; 0; 0/ D 1; Tw.0; 0; 0/ D 1; Tuu.0; 0; 0/ D 2; Tuv.0; 0; 0/ D 4;

Tvw.0; 0; 0/ D 2; Tuuv.0; 0; 0/ D 8; Tuuu.0; 0; 0/ D 0; Tuvw.0; 0; 0/ D 8;

Tuw.0; 0; 0/ D 2; Tuuw.0; 0; 0/ D 2;

and the conditions involving more than a weight function

Tvv.0; 0; 0/ D Gvv.0; 0/;
Tuvv.0; 0; 0/ D 4C Guvv.0; 0/;

Guvv.0; 0/ D 8 � .1=3/.Guvvv.0; 0/C 6Gvv.0; 0//;
Tvvv.0; 0; 0/ D �6C 3Gvv.0; 0/:

We can find some other optimal sixteenth-order methods existing in the literature.
For example, Sharma et al. in [67] designed a scheme of this type from Ostrowski’s
method. Khattri and Argyros constructed a sixteenth-order method which may
converge even if the derivative vanishes during the iteration process [45]. Also
Babajee and Thukral in [8], from King’s family and by using weight functions with
two and three variables, designed a method with this order.

5.4 General Classes of Optimal Multipoint Methods

There exist several optimal n-point families with arbitrary number of steps that
support the Kung-Traub conjecture. In particular, those authors presented in [50]
two families, one of them with derivative-free methods and the other one with the
following structure: for any n, they defined iterative function qj.f /, as follows:

q1.f /.x/ D x;
q2.f /.x/ D x � f .x/=f 0.x/;

:::

qjC1.f /.x/ D Sj.0/;
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for j D 2; 3; : : : ; n�1, where Sj.y/ is the inverse interpolatory polynomial of degree
at most j such that

Sj.f .x// D x; S0
j.f .x// D 1=f 0.x/; Sj.f .qr.f /.x/// D qr.x/; r D 2; 3; : : : ; j:

The iterative method is defined by

xkC1 D qn.f /.xk/; (5.20)

starting with an initial guess x0. In [50] the following result is proved.

Theorem 5.4.1 Let qn.f /.x/ be defined by (5.20) and let x0 be close enough to
a simple zero ˛ of function f . Then the order of convergence of the iterative
method (5.20) is 2n.

On the other hand, Petković in [60] presented a class of optimal n-point methods
for any n � 3 from an arbitrary optimal fourth-order scheme in the first two steps
and by using Hermite interpolating polynomial. Given x0, for k � 0 calculate the
following n steps:

.1/ �1.xk/ D N.xk/ D xk � f .xk/

f 0.xk/
:

.2/ �2.xk/ D  4.xk; �1.xk//:

.3/ �3.xk/ D NN.�2.xk// D �2.xk/ � f .�2.xk//

h0
3.�2.xk//

;

:::

.n � 1/ �n�1.xk/ D NN.�n�2.xk// D �n�2.xk/� f .�n�2.xk//
h0
n�1.�n�2.xk//

;

.n/ �n.xk/ D NN.�n�1.xk// D �n�1.xk/� f .�n�1.xk//
h0
n.�n�1.xk//

;

xkC1 D �n.xk/:

(5.21)

In this procedure

NN.�m/ D �m � f .�m/
Nf 0.�m/

;

where Nf 0.�m/ is the approximation of f 0.�m/ by using the derivative of the Hermite
interpolating polynomial

hmC1.t/ D a0 C a1.t � �0/C a2.t � �0/2 C � � � C amC1.t � �0/mC1
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of degree m C 1 at the nodes �0; �1; : : : ; �m constructed using the conditions

f 0.�0/ D h0
mC1.�0/; f .�j/ D hmC1.�j/; j D 0; 1; : : : ;m � n � 1:

In [61] the following result is presented.

Theorem 5.4.2 If x0 is sufficiently close to a simple zero ˛ of function f , then the
family of n-point methods described in (5.21) has order 2n.

There exist in the literature more general families of arbitrary optimal order of
convergence, but their members are derivative-free iterative schemes which are out
of the subject of this chapter.

5.5 Dynamical Behavior of Optimal Methods

In the literature, optimal methods are analyzed under different points of view.
A research area that is getting strength nowadays consists of applying discrete
dynamics techniques to the associated fixed point operator of iterative methods.
The dynamical behavior of such operators when applied on the simplest function
(a low degree polynomial) gives us relevant information about its stability and
performance. This study is focused on the asymptotic behavior of fixed points, as
well as in its associated basins of attraction. Indeed, in case of families of iterative
schemes, the analysis of critical points (where the derivative of the rational function
is null), different from the roots of the polynomial, not only allows to select those
members of the class with better properties of stability, but also to classify optimal
methods of the same order in terms of their dynamics.

The application of iterative methods for solving nonlinear equations f .z/ D 0,
with f W C ! C, gives rise to rational functions whose dynamics are not well-
known. There is an extensive literature on the study of iteration of rational mappings
of a complex variable (see, for example, [32, 34]). The simplest model is obtained
when f .z/ is a quadratic polynomial and the iterative process is Newton’s method.
The dynamics of this iterative scheme has been widely studied (see, for instance,
[14, 32, 37]).

The analysis of the dynamics of Newton’s method has been extended to other
one-point iterative methods, used for solving nonlinear equations with convergence
order higher than two (see, for example, [3, 21, 40, 64, 70]).

Most of the iterative methods analyzed from the dynamical point of view are
schemes with derivatives in their iterative expressions. Unlike Newton’s method,
the derivative-free scheme of Steffensen has been less studied under this point of
view. We can find some dynamical comments on this method and its variants in
[1, 16, 28, 70].

In order to analyze the dynamical behavior of an iterative method when is applied
on a polynomial p.z/, it is necessary to recall some basic dynamical concepts. For a
more extensive and comprehensive review of these concepts, see [10, 13, 33].
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Let R W OC ! OC be a rational function, where OC is the Riemann sphere. The orbit
of a point z0 2 OC is defined as

˚
z0;R.z0/; : : : ;R

2 .z0/ ; : : : ;R
n.z0/; : : :

�
:

The dynamical behavior of the orbit of a point on the complex plane can be
classified depending on its asymptotic behavior on the initial estimation z0 used. To
get this aim, the fixed and periodic point of rational operator R must be classified. In
this terms, a point z0 2 OC is a fixed point of R if R.z0/ D z0. If a fixed point is not a
root of p.z/, it is called strange fixed point. Moreover, a periodic point z0 of period
p > 1 is a point satisfying Rp .z0/ D z0 and Rk .z0/ ¤ z0, k < p. A pre-periodic
point z0 is not a periodic point but there exists k > 0 such that Rk .z0/ is a periodic
point.

So, the behavior of a fixed point depends of the value of the stability function
jR0.z/j on it, that is called multiplier of the fixed point. Then, a fixed point is called

• attracting if its multiplier is lower than one, jR0.z0/j < 1,
• superattracting when it is null, jR0.z0/j D 0,
• repelling if the multiplier is greater than one, jR0.z0/j > 1 or
• neutral when it is equal to one, jR0.z0/j D 1.

Let us remark that the roots of p.z/ will be always fixed points of the rational
operator R. Moreover, they will be superattracting if the order of convergence of the
iterative method is, at least, two.

Also, the stability of a periodic orbit is defined by the magnitude of its multiplier,
jR0.z1/ � : : : � R0.zp/j, being fz1; : : : ; zpg those points defining the periodic orbit of
period p.

On the other hand, a critical point z0 validates R0 .z0/ D 0 and, if it does not
coincide with a root of p.z/ (that is, if it is not a superattracting fixed point), it is
called free critical point.

Let z� be an attracting fixed point of rational function R. The basin of attraction
of z�, A.z�/, is defined as the set of pre-images of any order such that

A.z�/ D
n
z0 2 OC W Rn.z0/ ! z�; n ! 1

o
:

The set of points z 2 OC such that their families fRn .z/gn2N are normal in a
neighborhood U .z/ is the Fatou set;F .R/ ; that is, Fatou set is composed by those
points whose orbits tend to an attractor (fixed point, periodic orbit or infinity). The
complementary set, the Julia set, J .R/, is the closure of the set consisting of its
repelling fixed points or orbits and their preimages, and establishes the borders
between the basins of attraction.

Mayer and Schleicher defined in [54] the immediate basin of attraction of an
attracting fixed point z� (considered as a periodic point of period 1), as the connected
component of the basin containing z�. This concept is directly related with the
existence of critical points.



98 A. Cordero and J.R. Torregrosa

Theorem 5.5.1 (Fatou [38], Julia [44]) Let R be a rational function. The imme-
diate basin of attraction of any attracting periodic point holds, at least, a critical
point.

Newton’s scheme has been profusely studied by using tools of complex dynam-
ics. See, for example, the texts [14, 37, 63]. The rational function associated to the
fixed point operator of Newton’s scheme, acting on the generic quadratic polynomial
p.z/ D z2 C c is:

Np.z/ D z2 � c

2z
: (5.22)

There exist only two different fixed points of Np.z/, the roots of p.z/, that are
superattracting. Moreover, the only critical points of operator Np.z/ are the roots
of p.z/, so there exist only two basins of attraction.

Schröder and Cayley demonstrated at the end of nineteenth century (see [15, 65],
for instance) that, in case of quadratic polynomials, the basins of attraction are both
semiplanes, separated by the Julia set. Later on, in 1918, Fatou y Julia were devoted
to the systematic analysis of the iterated analytical functions, setting the basis of the
actual complex dynamics (see [38, 44]).

In Fig. 5.1a, we observe these basins of attraction for p.z/ D z2 � 1, where
z D ˙1 are marked in their respective immediate basins as white stars. These
dynamical planes have been represented by using the software described in [17].
A mesh with eight hundred points per axis is drawn; each point of the mesh is
a different initial estimation which is introduced in the iterative procedure. When
the method reaches the solution (under an estimation of the error of 10�3) in less
than eighty iterations, this point is drawn in orange if it converges to the first root

(a)
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Fig. 5.1 Dynamical planes corresponding to Newton’s method. (a) Np.z/ D z2C1
2z . (b) Nq .z/ D z2
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and in blue if it converges to the second one. When other attracting fixed points
appear, different colors are used. The color will be more intense when the number
of iterations is lower. Otherwise, if the method arrives at the maximum of iterations,
the point will be drawn in black.

5.5.1 Conjugacy Classes

It is possible to analyze the behavior of an iterative method acting on any quadratic
polynomial. For this, we define the following concept.

Definition 5.5.1 Let f and g be defined as f ; g W OC ! OC. An analytic conjugation
between f and g is a diffeomorphism h W OC ! OC such that h ı f D g ı h.

In the next result from Curry, Garnet and Sullivan, it is shown that the rational
functions resulting from the iteration of Newton’s method on affine-conjugated
analytic functions are also conjugated and so, their dynamics are equivalent.

Theorem 5.5.2 (Scaling Theorem for Newton’s Method, [32]) Let g.z/ be an
analytic function, and let A.z/ D ˛z C ˇ, with ˛ ¤ 0, be an affine map. Let
h.z/ D 
.g ı A/.z/, with 
 ¤ 0. Let Op.z/ be the fixed point operator of Newton’s
method. Then,

�
A ı Oh ı A�1� .z/ D Og.z/, i.e., Og and Oh are affine conjugated

by A.

Moreover, it is possible to allow up the knowledge of a family of polynomials
with just the analysis of a few cases, from a suitable scaling, as it is stated in the
following known result for quadratic polynomials.

Theorem 5.5.3 Let p.z/ D a1z2 C a2z C a3, a1 ¤ 0, be a generic quadratic
polynomial with simple roots. Then p.z/ can be reduced to q.z/ D z2 C c, where
c D 4a1a3 � a22, by means of an affine map. This affine transformation induces a
conjugation between Nq and Np.

In fact, a classical result from Cayley [15] and Schröder [65] shows that Julia
and Fatou sets of two conjugated rational functions (by means of a Möbius map) are
also conjugated.

Theorem 5.5.4 Let R1 and R2 be two rational functions and let  be a Möbius map
satisfying, R2 D  ıR1 ı �1. Then, J .R2/ D  .J .R1// and F.R2/ D  .F.R1//.

The following result, from Cayley and Schröder, made the difference in the
analysis of Newton’s method. They analyzed the dynamical behavior of Newton’s
scheme on quadratic polynomials in a simpler way, in the complex plane. This
motivated the later works in the area by Fatou and Julia.
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Theorem 5.5.5 (Cayley [15], Schröder [65]) Let

Np.z/ D z2 � ab

2z � .b C a/

be the rational operator associated to Newton’s method on the quadratic polynomial
p.z/ D .z � a/.z � b/, being a ¤ b. Then Np is conjugated to z ! z2 by Möbius

map h.z/ D z � a

z � b
, being its Julia set J .Np/, in the complex plane, the straight

line equidistant between a and b, or, equivalently, the unit circle after Möbius
transformation.

Then, by applying Möbius map,

h .z/ D z � a

z � b
(5.23)

satisfying the following properties: h .1/ D 1, h .a/ D 0, h .b/ D 1, points 0 and
1 play the role of the roots of the polynomial a and b in Nq and also the rational
operator associated to Newton’s scheme is free of parameters a and b vanish from
the rational function,

Nq .z/ D �
h ı Np ı h�1� .z/ D z2:

The dynamical plane associated to Nq can be observed in Fig. 5.1b.

5.5.2 Optimal Methods on Quadratic Polynomials

As Newton’s scheme shows global convergence, a first classification of optimal
iterative methods is to behave “as well as Newton’s method” on quadratic poly-
nomials. This is the simplest dynamics and, if an iterative scheme has as associated
rational function zk, k � 1, it satisfies the so-called Cayley Test. In this case, there
exist no critical points different from 0 and 1 (corresponding to the original roots
of polynomial p.z/), and its corresponding dynamical plane will have the same
appearance as Fig. 5.1b.

In [9], a large collection of optimal iterative methods are analyzed and classified
in terms of satisfying Cayley Test: if we consider families of iterative methods, such
as Chebyshev–Halley-like family due to Nedzhibov et al. [56], the only elements of
the class satisfying Cayley Test are those that are optimal, with 
 D 1; the dynamical
planes of some elements of these family are showed in Fig. 5.2.

Other element of this family is Ostrowski’s method ([59], appearing for 
 D ˇ D
1, see Fig. 5.2b), as well as in King’s family [47] whose dynamics was analyzed in
[26]. The optimal class of iterative methods constructed by Kim in [46] has order
four, independently from the values of parameters 
, ˇ and 
. However, some
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Fig. 5.2 Dynamical planes of members of Chebyshev–Halley-like class. (a) 
 D 0. (b) 
 D 1

z=−0.7418+i−0.87978
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Fig. 5.3 Dynamical plane corresponding to elements of Kim’s family. (a) 
 D 1; ˇ D 0; 
 D 2.
(b) 
 D 1; ˇ D 0; 
 D 5

conditions must be imposed to pass Cayley Test: the associated rational function
is z4 if 
 D 1 and 
 D 2ˇ, and it is conjugated to z5 for the particular procedure

 D 0, ˇ D �1 and 
 D 1. A couple of examples of members of this class
showing unstable (an attracting 4-periodic orbit in Fig. 5.3a) and stable behavior
(see Fig. 5.3b) are presented in Fig. 5.3.

On the other hand, Neta et al. in [57] have analyzed the conjugacy classes
associated to several optimal eight-order methods, generated by composition of
an optimal fourth-order scheme (Jarratt, Kung-Traub, Ostrowski) or King’s family
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with a step of Newton and replacing one of the new evaluations (of the function or
the derivative) by using direct or inverse interpolation. Some of them are found to
satisfy Cayley Test and for the rest of them, the strange fixed points are numerically
calculated and their stability studied.

Some other optimal fourth- or eight-order families have been deeply analyzed
in terms of complex dynamics, as King’s family in [26], where the authors get
the conjugacy class of this family and calculate both fixed and critical points. This
allowed to analytically study the stability of strange fixed points and, by using the
explicit expression of free critical points, to get the parameter plane and completely
analyze the stability of the methods depending on the behavior of the parameter.
Also the class designed by Behl in [11] which was studied by Argyros et al. in [4]
or the optimal eighth-order family from [57] have been dynamically studied in [31].
Similar analysis were previously made on non-optimal schemes or families, as for
example [1, 2, 16, 27, 41], among others. This kind of study allows to select those
elements of the different families with better properties of stability, as the value of
parameters involved in the iterative expression plays a crucial role in the behavior
of the corresponding iterative scheme.

5.5.3 Optimal Methods on Cubic Polynomials

Let us consider now those optimal iterative schemes satisfying Cayley Test for
quadratic polynomials. Although all these optimal schemes show a completely
stable behavior on quadratic polynomials, when they are applied on cubic ones,
the result is uneven, as it was showed in [9]. In Fig. 5.4 it seems clear: the behavior
of Ostrowski’s scheme on z3 � 1 showed in Fig. 5.4a is like the one of Newton’s but
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Fig. 5.4 Some optimal 4th-order methods on z3 � 1. (a) Ostrowski’s method. (b) Kim’s method

 D 0, ˇ D �1 and 
 D 1
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with optimal fourth-order of convergence, however other optimal scheme, which
also satisfies Cayley Test for quadratic polynomials, posses black areas of no
convergence to the roots in the dynamical plane showed in Fig. 5.4b. This shows
the necessity of establishing two categories inside optimal methods: depending of
the satisfaction of Cayley Test, and among those that satisfy it, depending of their
behavior on cubic polynomials.

Indeed, McMullen in [55] showed that there exists one third-order iterative
method with global convergence for cubic polynomials q.z/ D z3 C az C b (or,
in general, any cubic polynomial), obtained by applying Newton’s method on

r.z/ D q.z/

3az2 C 9bz � a2
; the resulting rational function is

Nq.z/ D z � .z3 C az C b/.3az2 C 9bz � a2/

3az4 C 18bz3 � 6a2z2 � 6abz � 9b2 � a3
;

which coincides with Halley’s method applied on z3 � 1. We can see the associated
dynamical plane in Fig. 5.5a, whereas in Fig. 5.5b we observe the behavior of an
element of King’s family (ˇ D 1) on z3 � 1.

Also Hawkins in [42], showed that it is not possible to design globally convergent
methods from rational functions of any degree. In fact, he showed that, for q.z/ D
z3 � 1,

R7.z/ D z.14C 35z3 C 5z6/

5C 35z3 C 14z6

Re{z}
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Fig. 5.5 Some dynamical planes on z3 � 1. (a) R4.z/. (b) King’s method (ˇ D 1)
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is the only algorithm of degree 7 with order of convergence higher than three (in
fact it has fifth-order convergence) and

R10.z/ D z.7C 42z3 C 30z6 C 2z9/

2C 30z3 C 42z6 C 7z9

is the only algorithm of degree 10 with seventh-order convergence. McMullen third-
order scheme is, in this case,

R4.z/ D z
�
2C z3

�

1C 2z3
:

As Hawkins also showed that there cannot be any generally convergent methods
which are of order precisely 4, optimal fourth-order schemes are not able to
converge to a root for almost every initial guess and for almost every polynomial.

Does it means that it is not possible to classify optimal methods in terms of their
behavior on cubic polynomials? Not necessarily, as we can analyze the number of
critical points of the rational operator associated to an iterative scheme on cubic
polynomials. The lower this number is, the more stable will be the process (as in the
immediate basin of attraction of any attracting periodic point there is at least one
critical point).

5.6 Numerical Performances

In the following, we apply some of the described iterative schemes with order of
convergence four and eight to estimate the solution of some particular nonlinear
equations. In particular, we will compare Newton’s scheme (NM) and the following
fourth-order methods: Ostrowski’s procedure (OM, [59]), whose iterative expres-
sion is (5.10); Jarratt’s method (JM, [43]), with iterative expression (5.14); King’s
scheme (expression (5.11), [47], for the special case ˇ D 1, denoted by KM), the
variant of Potra-Pták that will be denoted by PTM, designed in [23], [Eq. (5.13)]
and Chun’s scheme (CM, selected in [18]), which iterative expression is

yk D xk � f .xk/

f 0.xk/
;

xkC1 D yk �
�
1C 2

f .yk/

f .xk/

�
f .yk/

f 0.xk/
:

Numerical computations have been carried out using variable precision arith-
metics, with 2000 digits of mantissa, in Mathematica R2014a, in a computer with
processor Intel(R) Xeon(R) CPU E5-2420 v2@2.2 GHz, 64 GB RAM. The stopping
criterion used has been jxkC1 � xkj < 10�500 or j f .xkC1/j < 10�500. For every
method, we count the number of iterations needed to reach the wished precision,
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we calculate the approximated computational order of convergence ACOC by using
expression (5.1) and the error estimation made with the last values of jxkC1�xkj and
j f .xkC1/j.

The nonlinear functions f .x/, the desired zeros ˛ and the initial estimations x0
used for the tests, joint with the numerical results obtained are described in the
following.

• f1.x/ D sin x � x2 C 1, ˛ 	 1:404492, x0 D 1.
• f2.x/ D x2 � ex � 3x C 2, ˛ 	 0:257530, x0 D 1.
• f3.x/ D cos x � x, ˛ 	 0:739085, x0 D 0.
• f4.x/ D cos x � xex C x2, ˛ 	 0:639154, x0 D 2.
• f5.x/ D ex � 1:5 � arctan x, ˛ 	 0:767653, x0 D 5.

We show in Tables 5.1 and 5.2 the performance of second- (Newton) fourth- and
eighth-order methods by means of the following items: the number of iterations iter,
the error estimations of the last iteration, jxkC1�xkj and j f .xkC1/j, the approximated
order of convergence ACOC and the mean elapsed time (e-time) in seconds after 500
executions of the methods.

Let us remark that, as it was expected, the duplication of the order of convergence
respect to Newton’s method yields to a reduction (in a half, approximately) of the
number of iterations. Is is reflected also in the mean execution time. Indeed, when
a method needs one more iteration than the rest of partners (with the same order),
then the precision of its results is the highest and the elapsed time is not as much
high.

Respect the comparison among optimal eighth-order methods, the following

schemes will be used: scheme (5.18), by Bi et al., where p.t/ D 1 C 2t

1C t
, that

will be denoted by BRW.
On the other hand, it will be also checked the method with the iterative expression

yk D xk � f .xk/

f 0.xk/
;

zk D xk � f .xk/ � f .yk/

f .xk/� 2 f .yk/

f .xk/

f 0.xk/
;

xkC1 D uk � 3 f .zk/
f 0.xk/

uk � zk
yk � xk

;

where uk D zk � f .zk/

f 0.xk/

�
f .xk/� f .yk/

f .xk/ � 2 f .yk/ C 1

2

f .zk/

f .yk/ � 2 f .zk/
�2

; it corresponds to

an element of the optimal eighth-order family of iterative schemes designed in [25]
and will be denoted by CTV.
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Table 5.1 Numerical results for fourth-order methods

Method Iter jxkC1 � xkj j f .xkC1/j ACOC e-time (s)

f1 NM 10 1.867e�273 5.205e�546 2:0000 0:6253

x0 D 1 OM 5 7.315e�139 1.307e�553 4:0000 0:3802

JM 5 4.093e�139 1.268e�554 4:0000 0:4095

KM 6 1.982e�315 2.156e�1259 4:0000 0:4635

PTM 6 5.611e�272 1.853e�1085 4:0000 0:4789

CM 6 3.774e�196 4.751e�782 4:0000 0:4559

f2 NM 9 1.869e�380 1.234e�760 2:0000 0:6187

x0 D 1 OM 5 1.756e�258 1.622e�1033 4:0000 0:4346

JM 5 3.475e�286 3.362e�1144 4:0000 0:4375

KM 5 6.895e�263 2.463e�1051 4:0000 0:4392

PTM 5 4.41e�266 2.955e�1064 4:0000 0:4426

CM 5 7.97e�271 1.909e�1083 4:0000 0:4522

f3 NM 10 1.119e�333 4.625e�667 2:0000 0:6099

x0 D 0 OM 5 3.282e�141 4.964e�564 4:0000 0:3682

JM 5 1.957e�143 5.78e�573 4:0000 0:3872

KM 6 4.255e�386 2.585e�1543 4:0000 0:4365

PTM 6 1.688e�344 7.861e�1377 4:0000 0:4522

CM 6 5.826e�283 1.324e�1130 4:0000 0:4306

f4 NM 12 3.372e�326 2.162e�651 2:0000 0:7858

x0 D 2 OM 6 1.44e�239 1.489e�956 4:0000 0:4943

JM 6 1.23e�232 8.785e�929 4:0000 0:5246

KM 7 3.786e�479 5.522e�1914 4:0000 0:5889

PTM 7 2.079e�406 7.214e�1623 4:0000 0:5991

CM 7 2.241e�368 1.267e�1470 4:0000 0:5728

f5 NM 15 9.913e�375 1.357e�748 2:0000 0:9587

x0 D 5 OM 7 3.631e�161 1.504e�642 4:0000 0:5475

JM 7 6.98e�154 2.064e�613 4:0000 0:5826

KM 8 1.167e�216 5.809e�864 4:0000 0:6511

PTM 8 1.757e�163 4.062e�651 3:9999 0:6805

CM 8 1.839e�139 6.176e�555 3:9998 0:6652

We will also use the following scheme by Džunić and Petković in [35] (denoted
by DP), whose two first steps are also Ostrowski’s method, being the third one

xkC1 D zk � .1C wk/.1C 2vk/

1 � 2uk � u2k

f .zk/

f 0.xk/
;

where uk D f .yk/

f .xk/
, vk D f .zk/

f .xk/
and wk D f .zk/

f .yk/
.

Another eighth-order method, denoted by LW, was designed by Liu and Wang in
[51]. It is initialized also with Ostroswki’s scheme and the third step of its iterative
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Table 5.2 Numerical results for optimal eighth-order methods

Method Iter jxkC1 � xkj j f .xkC1/j ACOC e-time (s)

f1 BRW 4 8.708e�239 1.558e�1907 7:9997 0:4127

x0 D 1 CTV 4 1.223e�226 5.861e�1809 8:0000 0:3854

DP 4 2.799e�266 2.697e�2008 8:0000 0:4033

LW 4 1.356e�212 4.021e�1696 7:9999 0:4005

SS 4 2.413e�239 1.454e�1910 8:0000 0:4107

SM 4 4.368e�168 3.572e�1340 8:0006 0:4334

f2 BRW 4 3.503e�484 0.0 8:0000 0:4686

x0 D 1 CTV 4 7.796e�418 2.697e�2008 8:0000 0:4300

DP 4 7.301e�424 2.697e�2008 8:0000 0:4406

LW 4 5.317e�384 0.0 8:0000 0:4447

SS 4 1.415e�487 0.0 8:0000 0:4352

SM 4 7.005e�416 2.697e�2008 8:0000 0:4652

f3 BRW 4 1.883e�306 1.349e�2008 8:0000 0:3767

x0 D 0 CTV 4 5.538e�247 1.903e�1974 7:9999 0:3599

DP 4 7.007e�253 1.349e�2008 8:0000 0:3693

LW 4 2.535e�289 1.349e�2008 8:0000 0:3598

SS 4 1.826e�251 1.349e�2008 8:0000 0:3695

SM 4 1.51e�198 6.153e�1587 8:0009 0:4026

f4 BRW 5 1.12e�381 1.349e�2008 8:0000 0:5537

x0 D 2 CTV 4 2.193e�96 4.608e�767 7:9999 0:4413

DP 4 5.974e�107 9.433e�852 7:9926 0:4475

LW 4 3.647e�106 1.144e�844 7:9988 0:4374

SS 4 2.958e�99 3.614e�790 8:0012 0:4405

SM 5 4.483e�368 1.349e�2008 8:0000 0:5828

f5 BRW 4 2.007e�70 1.63e�558 7:9326 0:4395

x0 D 5 CTV 5 8.568e�109 3.589e�865 7:9951 0:5219

DP 5 6.356e�128 2.593e�1018 7:9985 0:5403

LW 5 4.414e�89 5.559e�707 7:9872 0:5072

SS 5 8.742e�112 4.146e�889 7:9960 0:5149

SM – – – – –

expression is:

xkC1 D zk �
"�

f .xk/ � f .yk/

f .xk/� 2 f .yk/

�2
C f .zk/

f .yk/ � 5f .zk/ C 4tk
1 � 7tk

#
f .zk/

f 0.xk/
;

where tk D f .zk/

f .xk/
.
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Again Sharma and Sharma in [66] initialized with Ostrowski’s procedure, being
the iterative expression of the last step:

xkC1 D zk � .1C tk C t2k/
f Œxk; yk� f .zk/

f Œxk; zk� f Œ yk; zk�
;

where tk D f .zk/

f .xk/
. We will denote this method by SS.

Finally, we recall the procedure designed by Soleymani et al. in [68], denoted by
SM, where yk is Newton’s step, zk is (second) Ostrowski’s step and the third one is

xkC1 D zk � f .zk/

2f Œ yk; xk� � f 0.xk/C f Œzk; xk; xk�.zk � yk/
Ak

where Ak D
�
1C wk C 2vk � 2u3k C 2

5

f .zk/

f 0.xk/

�
, being uk D f .yk/

f .xk/
, vk D f .zk/

f .xk/
and

wk D f .zk/

f .yk/
.

The numerical results obtained by using these schemes are shown in Table 5.2.
All schemes perform adequately, confirming theoretical order of convergence. The
differences among them are not very significant and, for each problem, all of them
achieve an estimation of the solution with 500 significant digits in 4 or 5 iterations.
Symbol ‘–’ means that this method diverges with the initial estimation used.

5.7 Conclusion

In this chapter, a survey on optimal iterative methods using derivatives for solving
nonlinear equations is presented, centering the attention on an specific aspect:
the techniques employed to generate them. It does not pretend to include all the
designed optimal methods of any order, but to reflect the state of the art and some
of the families and methods constructed by using this techniques.

It has been also pretended to show how it is necessary to compare and classify
these schemes, as even optimal procedures can behave in different ways on the same
functions. To get this aim, complex discrete dynamics techniques play an important
role, and many researchers have employed these tools to better understanding the
processes and classifying them in terms of stability and reliability.

The numerical tests made reflect the theoretical results and show that, when
variable precision arithmetics is used, small differences in precision, mean execution
time and number of iterations can be found when some academic test functions are
solved.
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73. Yun, B.I., Petković, M.S.: Iterative methods based on the signum function approach for solving

nonlinear equations. Numer. Algorithms 52, 649–662 (2009)



Chapter 6
The Theory of Kantorovich for Newton’s
Method: Conditions on the Second Derivative

J.A. Ezquerro and M.A. Hernández-Verón

Abstract We present, from the Kantorovich theory for Newton’s method, two
variants of the classic Newton-Kantorovich study that allow guaranteeing the
semilocal convergence of the method for solving more nonlinear equations.

6.1 Introduction

One of the most studied problems in numerical mathematics is the solution of
nonlinear equations. To approximate a solution of a nonlinear equation, we usually
look for numerical approximations of the solutions, since finding exact solutions
is usually difficult. To approximate a solution of a nonlinear equation we normally
use iterative methods and Newton’s method is one of the most used because of its
simplicity, easy implementation and efficiency.

To give sufficient generality to the problem of approximating a solution of
a nonlinear equation by Newton’s method, we consider equations of the form
F.x/ D 0, where F is a nonlinear operator, F W ˝ � X ! Y, defined on a nonempty
open convex domain ˝ of a Banach space X with values in a Banach space Y.
Newton’s method is usually known as the Newton-Kantorovich method and the
algorithm is

(
x0 given in ˝;

xnC1 D NF.xn/ D xn � ŒF0.xn/��1F.xn/; n D 0; 1; 2; : : :
(6.1)

The study about convergence matter of Newton’s method is usually centered on
two types: semilocal and local convergence analysis. The semilocal convergence
matter is, based on the information around an initial point, to give criteria ensuring
the convergence of the method; while the local one is, based on the information
around a solution, to find estimates of the radii of convergence balls. In this work, we
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are interested in the semilocal convergence of Newton’s method. The first semilocal
convergence result for Newton’s method in Banach spaces is due to Kantorovich,
which is usually known as the Newton-Kantorovich theorem [13] and is proved
under the following conditions for the operator F and the starting point x0:

(A1) There exist �0 D ŒF0.x0/��1 2 L.Y;X/, for some x0 2 ˝, with k�0k � ˇ and
k�0F.x0/k � �, where L.Y;X/ is the set of bounded linear operators from Y to X.

(A2) kF00.x/k � L, for all x 2 ˝.

(A3) Lˇ� � 1

2
.

Since then many papers have appeared that study the semilocal convergence of
the method. Most of them are modifications of the Newton-Kantorovich theorem
in order to relax conditions (A1)–(A2)–(A3), specially condition (A2). But if the
condition required to the operator F is milder than (A2), as we can see in [3, 4],
then condition (A3) is usually replaced by other condition more restrictive, which
necessarily leads to a reduction in the domain of valid starting points for Newton’s
method.

The first aim of this work is not to require milder conditions to the operator F,
but stronger, which pursue a modification, not a restriction, of the valid starting
points for Newton’s method, so that the method can start at points from which the
Newton-Kantorovich theorem cannot guarantee its semilocal convergence, as well
as improving the domains of existence and uniqueness of solution and the a priori
error estimates. For this, we consider the semilocal convergence result given by
Huang [12], where F00 satisfies a Lipschitz condition, and, from this result, centered
conditions are required to the operator F00 [9, 10].

The second aim of this work is to generalize the semilocal convergence condi-
tions given by Kantorovich for Newton’s method, so that condition (A3) is relaxed
in order to Newton’s method can be applied to solve more equations. For this, we
introduce a modification of condition (A3), so that F00 is !-bounded [6].

In this work, we follow a variation of Kantorovich’s technique. In particular,
we construct majorizing sequences ad hoc, so that these are adapted for particular
problems, since the proposed modifications of condition (A3) give more information
about the operator F, not just that F00 is bounded, as (A3) does. Our approaches go
through to obtain general semilocal convergence results by using the well-known
majorant principle of Kantorovich, that he developed for Newton’s method [13].
From them, we see other results as particular cases.

Throughout the paper we denote B.x; %/ D fy 2 XI ky � xk � %g and B.x; %/ D
fy 2 XI ky � xk < %g.

6.2 The Theory of Kantorovich

The famous Newton-Kantorovich theorem guarantees the semilocal convergence
of Newton’s method in Banach spaces and gives a priori error estimates and
information about the existence and uniqueness of solution. Kantorovich proves
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the theorem by using two different techniques, although the most prominent one
is the majorant principle, which is based on the concept of majorizing sequence.
This technique has been usually used later by other authors to analyse the semilocal
convergence of several iterative methods. We begin by introducing the concept of
majorizing sequence and remembering how it is used to prove the convergence of
sequences in Banach spaces.

Definition 6.2.1 If fxng is a sequence in a Banach space X and ftng is a scalar
sequence, then ftng is a majorizing sequence of fxng if kxn � xn�1k � tn � tn�1,
for all n 2 N.

From the last inequality, it follows the sequence ftng is nondecreasing. The
interest of the majorizing sequence is that the convergence of the sequence fxng
in the Banach space X is deduced from the convergence of the scalar sequence ftng,
as we can see in the following result [13]:

Lemma 6.2.1 Let fxng be a sequence in a Banach space X and ftng a majorizing
sequence of fxng. Then, if ftng converges to t� < 1, there exists x� 2 X such that
x� D limn xn and kx� � xnk � t� � tn, for n D 0; 1; 2; : : :

Once the concept of majorizing sequence is introduced, we can already establish
Kantorovich’s theory for Newton’s method. In [13], Kantorovich proves the semilo-
cal convergence of Newton’s method under conditions (A1)–(A2)–(A3). For this,
Kantorovich first considers that F 2 C.2/.˝0/, with ˝0 D B.x0; r0/ � X, requires
the existence of a real auxiliary function f 2 C.2/.Œs0; s0�/, with s0 � s0 � r0, and
proves the following general semilocal convergence for Newton’s method under the
following conditions:

(K1) There exists �0 D ŒF0.x0/��1 2 L.Y;X/ for some x0 2 ˝, k�0k � � 1

f 0.s0/
and

k�0F.x0/k � � f .s0/

f 0.s0/
.

(K2) kF00.x/k � f 00.s/ if kx � x0k � s � s0 � r0.
(K3) the equation f .s/ D 0 has a solution in Œs0; s0�.

Theorem 6.2.1 (The General Semilocal Convergence Theorem) Let F W ˝0 �
X ! Y be a twice continuously differentiable operator defined on a nonempty open
convex domain˝0 D B.x0; r0/ of a Banach space X with values in a Banach space
Y. Suppose that there exists f 2 C.2/.Œs0; s0�/, with s0; s0 2 R, such that (K1)–(K2)–
(K3) are satisfied. Then, Newton’s sequence, given by (6.1), converges to a solution
x� of the equation F.x/ D 0, starting at x0. Moreover,

kx� � xnk � s� � sn; n D 0; 1; 2; : : : ;

where s� is the smallest solution of the equation

f .s/ D 0 (6.2)
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in Œs0; s0�. Furthermore, if f .s0/ � 0 and (6.2) has a unique solution in Œs0; s0�, then
x� is the unique solution of F.x/ D 0 in˝0.

According to the convergence conditions required, the last result is known as
general semilocal convergence theorem of Newton’s method for operators with
second derivative bounded in norm.

In practice, the application of the last theorem is complicated, since the scalar
function f is unknown. So, the following result is of particular interest, since if
the operator F satisfies (A2), taking into account the relationship given in (K2) and
second degree polynomials are the simplest elementary functions that satisfies (A2),
from (K1) and (K2) and solving the corresponding problem of interpolation fitting,
we can consider the polynomial

p.s/ D L

2
.s � s0/

2 � s � s0
ˇ

C �

ˇ
(6.3)

as the scalar function f for Theorem 6.2.1. In this case, we obtain the classic
Newton-Kantorovich theorem, that establishes the semilocal convergence of New-
ton’s method under conditions (A1)–(A2)–(A3), that we call classic conditions of
Kantorovich (not to be confused with the general conditions of Kantorovich, which
are conditions (K1)–(K2)–(K3) of Theorem 6.2.1).

Theorem 6.2.2 (The Newton-Kantorovich Theorem) Let F W ˝ � X ! Y be
a twice continuously differentiable operator defined on a nonempty open convex
domain ˝ of a Banach space X with values in a Banach space Y. Suppose that
conditions (A1)–(A2)–(A3) are satisfied and B.x0; s� � s0/ � ˝ , where s� D s0 C
1�p

1�2Lˇ�
Lˇ , then Newton’s sequence, given by (6.1) and starting at x0, converges to

a solution x� of F.x/ D 0. Moreover, xn; x� 2 B.x0; s� � s0/, for all n 2 N, and x�

is unique in B.x0; s�� � s0/ \ ˝ , where s�� D s0 C 1Cp
1�2Lˇ�
Lˇ , if Lˇ� < 1

2
or in

B.x0; s� � s0/ if Lˇ� D 1
2
. Furthermore,

kx� � xnk � s� � sn; n D 0; 1; 2; : : : ;

where sn D sn�1 � p.sn�1/

p0.tn�1/
, with n 2 N and p.s/ is given in (6.3).

On the other hand, note that polynomial (6.3) can be obtained otherwise, without
interpolation fitting, by solving the following initial value problem:

8
<̂
:̂

p00.s/ D L;

p.s0/ D �

ˇ
; p0.s0/ D � 1

ˇ
:

This new way of getting polynomial (6.3) has the advantage of being able to be
generalized to other conditions, so that we can then obtain the scalar function f for
Theorem 6.2.1 under more general conditions, as we see later.
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Remark 6.2.1 Observe that the Kantorovich polynomial given in (6.3) is such that

p.s C s0/ D Op.s/; where Op.s/ D L

2
s2 � s

ˇ
C �

ˇ
:

Therefore, the scalar sequences given by Newton’s method with p and Op can be
obtained, one from the other, by translation. As a consequence, Theorem 6.2.2 is
independent of the value s0. For this reason, Kantorovich chooses s0 D 0, which
simplifies considerably the expressions used.

6.3 F00 is a Lipschitz-Type Operator

Under conditions (A1)–(A2)–(A3), we obtain error estimates, domains of existence
and uniqueness of solution and know whether x0 is an initial point from which
Newton’s method converges, as we can see in the Newton-Kantorovich theorem.
But, sometimes, conditions (A1)–(A2)–(A3) fail and we cannot guarantee, from the
Newton-Kantorovich theorem, the convergence of Newton’s method starting at x0,
as we see in the following example (see [12]).

Example 6.3.1 Let X D Y D Œ�1; 1�, F.x/ D x3

6
C x2

6
� 5

6
xC 1

3
and x0 D 0. Then,

ˇ D 6

5
, � D 2

5
, L D 4

3
and Lˇ� � 16

25
>
1

2
.

Next, we propose a modification, not a restriction, of the valid starting points for
Newton’s method, so that this method can start at points from which the Newton-
Kantorovich theorem cannot guarantee its semilocal convergence. For this, different
conditions are required to the operator F00. In [12], Huang gives new conditions,

(B1) There exist �0 D ŒF0.x0/��1 2 L.Y;X/, for some x0 2 ˝, with k�0k � ˇ and
k�0F.x0/k � �.

(B2) kF00.x0/k � M.
(B3) kF00.x/� F00.y/k � Kkx � yk, for all x; y 2 ˝.
(B4) �.˛/ � 0, where � is the function

�.t/ D K

6
t3 C M

2
t2 � t

ˇ
C �

ˇ
(6.4)

and ˛ is the unique positive solution of �0.t/ D 0,

and a new semilocal convergence result (Theorem 6.3.1, see below), under which,
Newton’s method converges starting at x0 in Example 6.3.1.

Notice that the semilocal convergence conditions required to Newton’s method
in Huang’s paper [12] is not exactly the same that we consider below, but it is
equivalent and nothing change the semilocal convergence result established by
Huang. The reason for this change is the uniformity sought throughout the present
work. As a consequence, we have adapted the semilocal convergence result given
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in [12] to the new notation used here. Huang states in [12] that �.˛/ � 0 holds
provided that one of the two following conditions is satisfied:

6M3ˇ3�C 9K2ˇ2�2 C 18KMˇ2� � 3M2ˇ2 � 8Kˇ � 0;

3KMˇ2 C M3ˇ3 C 3K2ˇ2� � �
M2ˇ2 C 2Kˇ

�3=2
:

Moreover, in [16], we can also see the following equivalent condition to �.˛/ � 0:

� � 4Kˇ C M2ˇ2 � Mˇ
p
M2ˇ2 C 2Kˇ

3Kˇ
�
Mˇ

p
M2ˇ2 C 2Kˇ

� :

Remark 6.3.1 As ˛ is the unique positive solution of �0.t/ D 0, then ˛ is a
minimum of � such that �.˛/ � 0, so that (B4) is a necessary and sufficient
condition for the existence of two positive solutions t� and t�� of �.t/ D 0 such
that 0 < t� � t��. Moreover, � is a nonincreasing convex function in Œ0; ˛� and
�.˛/ � 0 < �.0/. Furthermore, from the Fourier conditions [14], these conditions
are sufficient to guarantee the semilocal convergence of Newton’s increasing real
sequence,

t0 D 0; tnC1 D tn � �.tn/

�0.tn/
; n D 0; 1; 2; : : : ; (6.5)

to t�.

Note that following an analogous procedure to Kantorovich, by solving the
problem of interpolation fitting given by conditions (B1)–(B2)–(B3), we obtain
function (6.4).

Theorem 6.3.1 (See [12]) Let F W ˝ � X ! Y be a twice continuously
differentiable operator defined on a nonempty open convex domain ˝ of a Banach
space X with values in a Banach space Y. Suppose that conditions (B1)–(B2)–(B3)–
(B4) are satisfied and B.x0; t�/ � ˝ . Then, Newton’s sequence, given by (6.1) and
starting at x0, converges to a solution x� of F.x/ D 0. Moreover, xn; x� 2 B.x0; t�/,
for all n 2 N, and x� is unique in B.x0; t��/ \ ˝ if t� < t�� or in B.x0; t�/ if
t� D t��. Furthermore,

kx� � xnk � t� � tn; n D 0; 1; 2; : : : ;

where ftng is defined in (6.5).

From the above conditions, we can see that conditions (A1)–(A2)–(A3) and
(B1)–(B2)–(B3)–(B4) are the same when K D 0.

Besides, from Theorem 6.3.1, the convergence of Newton’s method is guar-
anteed, starting at x0 D 0, in Example 6.3.1, since �.˛/ D � 1

6
� 0, where
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�.t/ D t3

6
C t2

6
� 5

6
t C 1

3
and ˛ D 1. In addition, the fact that Newton’s method

starting at x0 in Example 6.3.1 converges under conditions (B1)–(B2)–(B3)–(B4)
implies that higher derivatives at initial points are useful, though they may not be
used in numerical processes, for the convergence of an iterative method. Therefore,
the new condition has theoretical and practical value.

6.3.1 F00 is a Center Lipschitz Operator

In line with the above, if we pay attention to the proof of Theorem 6.3.1 given
in [12], we see that condition (B3) is not necessary, since it is enough to be fulfilled
the condition

kF00.x/� F00.x0/k � Kkx � x0k; for all x 2 ˝; (6.6)

instead of condition (B3). As a consequence, we present the following corollary.

Corollary 6.3.1 Let F W ˝ � X ! Y be a twice continuously differentiable
operator defined on a nonempty open convex domain ˝ of a Banach space X with
values in a Banach space Y. Suppose that conditions (B1)–(B2)–(6.6)–(B4) are
satisfied and B.x0; t�/ � ˝ . Then, Newton’s sequence, given by (6.1) and starting
at x0, converges to a solution x� of F.x/ D 0. Moreover, xn; x� 2 B.x0; t�/, for all
n 2 N, and x� is unique in B.x0; t��/ \ ˝ if t� < t�� or in B.x0; t�/ if t� D t��.
Furthermore,

kx� � xnk � t� � tn; n D 0; 1; 2; : : : ;

where ftng is defined in (6.5).

On the other hand, the Newton-Kantorovich theorem and Corollary 6.3.1 are not
comparable with respect to the accessibility of solution, as we can see in [9], where
two simple examples are given which demonstrate this fact.

Sometimes, the convergence of Newton’s method can be established using,
indistinctly, the Newton-Kantorovich theorem or Corollary 6.3.1. Again in [9], we
can also see when each of these two results gives more accurate information on the
solutions of F.x/ D 0. Three cases are distinguished and an example that illustrates
this is given, where we observe that, under the hypotheses of Corollary 6.3.1, the
solution of F.x/ D 0 are located in terms of the solutions of cubic polynomial (6.4),
while, under the hypotheses of the Newton-Kantorovich theorem, the solutions of
F.x/ D 0 are located in terms of the solutions of quadratic polynomial (6.3).
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6.3.2 F00 is a Center Hölder Operator

In [9, 10], the authors extend the semilocal convergence result obtained in Corol-
lary 6.3.1 to a more general situation assuming, instead of condition (6.6), that F00
satisfies in ˝ the following condition of Hölder type:

kF00.x/� F00.x0/k � Kkx � x0kp; p � 0; for all x 2 ˝: (6.7)

Observe that condition (6.7) is reduced to condition (6.6) if p D 1.
In particular, the authors give a new semilocal convergence result (Theo-

rem 6.3.2, see below) for the convergence of Newton’s method under the following
conditions:

(C1) There exist �0 D ŒF0.x0/��1 2 L.Y;X/, for some x0 2 ˝, with k�0k � ˇ and
k�0F.x0/k � �.

(C2) kF00.x0/k � M.
(C3) kF00.x/� F00.x0/k � Kkx � x0kp; p � 0; for all x 2 ˝.
(C4)  .˛/ � 0, where  is the function

 .t/ D K

. p C 1/. p C 2/
t2Cp C M

2
t2 � t

ˇ
C �

ˇ
(6.8)

and ˛ is the unique positive solution of  0.t/ D 0.

As for functions (6.3) and (6.4), we obtain function (6.4) by solving the problem
of interpolation fitting given by conditions (C1)–(C2)–(C3).

Notice that Remark 6.3.1 is also satisfied when the function � is substituted by
the function  (see [9]).

Theorem 6.3.2 Let F W ˝ � X ! Y be a twice continuously differentiable
operator defined on a nonempty open convex domain ˝ of a Banach space X with
values in a Banach space Y. Suppose that conditions (C1)–(C2)–(C3)–(C4) are
satisfied and B.x0; t�/ � ˝ . Then, Newton’s sequence, given by (6.1) and starting
at x0, converges to a solution x� of F.x/ D 0. Moreover, xn; x� 2 B.x0; t�/, for all
n 2 N, and x� is unique in B.x0; t��/ \ ˝ if t� < t�� or in B.x0; t�/ if t� D t��.
Furthermore,

kx� � xnk � t� � tn; n D 0; 1; 2; : : : ;

where tn D tn�1 �  .tn�1/

 0.tn�1/
, with n 2 N, t0 D 0 and  .t/ is defined in (6.8).

Moreover, some error estimates are given in [9] for Newton’s method when
Newton’s real sequence is defined from functions (6.4) and (6.8).
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6.3.3 F00 is a Center !-Lipschitz Operator

In [7], the authors generalize all the semilocal convergence results obtained
previously to a still more general situation assuming, instead of condition (6.7),
that F00 satisfies in ˝ the following condition:

kF00.x/ � F00.x0/k � !.kx � x0k/; (6.9)

where ! W Œ0;C1/ ! R is a nondecreasing continuous function such that
!.0/ D 0.

Observe that condition (6.9) is reduced to conditions (6.6) or (6.7) if !.z/ D Kz
or !.z/ D Kzp, respectively.

On the other hand, if we consider (C1)–(C2)–(6.9), we cannot obtain, by
interpolation fitting, a real function f for Theorem 6.2.1, as Kantorovich does,
since (6.9) does not allow determining the class of functions where (C1)–(C2)–(6.9)
can be applied. To solve this problem, we proceed without interpolation fitting, by
solving an initial value problem, as we do in Sect. 6.2 to obtain the Kantorovich
polynomial given in (6.3).

First of all, as our idea is to generalize the hypotheses of Huang and Gutiérrez by
modifying conditions (B1)–(B2)–(6.6) and (C1)–(C2)–(C3), respectively, we first
consider that there exists a real function f 2 C.2/.Œt0; t0�/, with t0; t0 2 R, which
satisfies:

(H1) There exists �0 D ŒF0.x0/��1 2 L.Y;X/, for some x0 2 ˝, with k�0k � � 1

f 0.t0/

and k�0F.x0/k � � f .t0/

f 0.t0/
, and kF00.x0/k � f 00.t0/.

(H2) kF00.x/� F00.x0/k � f 00.t/� f 00.t0/, for kx � x0k � t � t0, x 2 ˝ and t 2 Œt0; t0�.

Next, we use the majorant principle to prove the semilocal convergence of
Newton’s method under general conditions (H1)–(H2). For this, we construct a
majorizing sequence ftng of Newton’s sequence fxng in the Banach space X. To
obtain the sequence ftng, we use the previous real function f .t/ defined in Œt0; t0� � R

as follows:

t0 given; tnC1 D Nf .tn/ D tn � f .tn/

f 0.tn/
; n D 0; 1; 2; : : : (6.10)

We have seen that Kantorovich constructs a majorizing sequence fsng from the
application of Newton’s method to polynomial (6.3) and s0 D 0, so that fsng
converges to the smallest positive root s� of the equation p.s/ D 0. The convergence
of the sequence is obvious, since the polynomial p.s/ is a decreasing convex function
in Œs0; s0�. Therefore, to construct a majorizing sequence ftng from f .t/, it is necessary
that the function f .t/ has at least one zero t�, such that t� 2 Œt0; t0�, and the
sequence ftng is increasing and convergent to t�. When this happens, the semilocal
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convergence of Newton’s sequence fxng is guaranteed, in the Banach space X, from
the convergence of the real sequence ftng defined in (6.10).

6.3.3.1 Semilocal Convergence Result

To see the above-mentioned, we first study the convergence of the real sequence
ftng defined in (6.10). If conditions (H1)–(H2) are satisfied and there exists a root
˛ 2 .t0; t0/ of f 0.t/ D 0 such that f .˛/ � 0, then the equation f .t/ D 0 has only
one root t� in .t0; ˛/. Indeed, iff .˛/ < 0, as f .t0/ > 0, then f .t/ has at least one
zero t� in .t0; ˛/ by continuity. Besides, since f 00.t0/ � 0, from (H2) it follows that
f 00.t/ � 0 for t 2 .t0; ˛/, so that f 0.t/ is increasing and f 0.t/ < 0 for t 2 .t0; ˛/. Also,
as f 0.t0/ < 0, f .t/ is decreasing for t 2 Œt0; ˛/. In consequence, t� is the unique root
of f .t/ D 0 in .t0; ˛/. On the other hand, if f .˛/ D 0, then ˛ is a double root of
f .t/ D 0 and we choose t� D ˛.

As a consequence, the convergence of the real sequence ftng is guaranteed from
the next theorem.

Theorem 6.3.3 Suppose that there exist f , such that conditions (H1)–(H2) are
satisfied, and a root ˛ 2 .t0; t0/ of f 0.t/ D 0 such that f .˛/ � 0. Then, the sequence
ftng, given in (6.10), is a nondecreasing sequence that converges to t�.

Proof As f .t0/ > 0, then t0 � t� � 0. By the mean value theorem, we obtain

t1 � t� D Nf .t0/ � Nf .t
�/ D N0

f .	0/.t0 � t�/ with 	0 2 .t0; t�/;

so that t1 < t�, since N0
f .t/ D f .t/f 00.t/

f 0.t/2
> 0 in Œt0; t�/.

On the other hand, we have

t1 � t0 D � f .t0/

f 0.t0/
� 0:

By mathematical induction on n, we obtain tn < t� and tn � tn�1 � 0, since
.tn�1; t�/ � .t0; t�/.

Therefore, we infer that sequence (6.10) converges to r 2 Œt0; t��. Moreover,
since t� is the unique root of f .t/ D 0 in Œt0; t��, it follows that r D t�. The proof is
complete.

From the previous notation, we consider the known degree of logarithmic
convexity of a real function f (see [11]) as the function

Lf .t/ D f .t/f 00.t/
f 0.t/2

;
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whose extension to Banach spaces can be used to construct majorizing sequences
for Newton’s method in the Banach space X. For this, we define the degree of
logarithmic convexity in Banach spaces. So, we suppose that F W ˝ � X ! Y
is a twice continuously differentiable operator in ˝ and there exists the operator
ŒF0.x/��1 W Y ! X. Moreover, since F00.x/ W X � X ! Y, it follows
F00.x/ŒF0.x/��1F.x/ 2 L.X;Y/ and

LF.x/ W ˝ F00.x/ŒF0.x/��1F.x/������������������! Y
ŒF0.x/��1������������������! ˝:

In addition, we have LF.x/ D N0
F.x/.

Now, it is easy to see that

xnC1 � xn D
Z xn

xn�1

N0
F.x/ dx D

Z xn

xn�1

LF.x/ dx;

where fxng is Newton’s sequence in the Banach space X, so that

kxnC1 � xnk � tnC1 � tn; n D 0; 1; 2; : : : ;

provided that kLF.x/k � Lf .t/ for kx � x0k � t � t0.
Before we see that (6.10) is a majorizing sequence of (6.1) in the Banach space

X, we give the following technical lemma that is used later.

Lemma 6.3.1 Suppose that there exist f 2 C.2/.Œt0; t0�/, with t0; t0 2 R, such that
(H1)–(H2) are satisfied and ˛ 2 .t0; t0/, such that f 0.˛/ D 0, and B.x0; ˛� t0/ � ˝ .
Then, for x 2 B.x0; ˛�t0/, the operator LF.x/ D ŒF0.x/��1F00.x/ŒF0.x/��1F.x/ exists
and is such that

kLF.x/k � f 00.t/
f 0.t/2

kF.x/k for kx � x0k � t � t0: (6.11)

Proof We start proving that the operator ŒF0.x/��1 exists for x 2 B.x0; ˛ � t0/ and,
for t 2 .t0; ˛/ with kx � x0k � t � t0, we also have

kŒF0.x/��1F0.x0/k � f 0.t0/
f 0.t/

and kŒF0.x/��1k � � 1

f 0.t/
: (6.12)

From

kI � �0F0.x/k D




��0

Z x

x0

F00.z/ dz






� k�0kkF00.x0/kkx � x0k C k�0k





Z x

x0

�
F00.z/� F00.x0/

�
dz
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� � f 00.t0/
f 0.t0/

.t � t0/

Ck�0k





Z 1

0

�
F00 .x0 C �.x � x0//� F00.x0/

�
.x � x0/ d�





 :

and

kz � x0k D �kx � x0k � �.t � t0/ D t0 C �.t � t0/ � t0 D u � t0;

where z D x0 C �.x � x0/ and u D t0 C �.t � t0/, with � 2 Œ0; 1�, it follows from
(H2) that

kI ��0F0.x/k � � f 00.t0/
f 0.t0/

.t� t0/� 1

f 0.t0/

Z t

t0

�
f 00.u/� f 00.t0/

�
du D 1� f 0.t/

f 0.t0/
< 1;

since f 0.t/ is increasing and f 0.t0/ � f 0.t/ � 0. In consequence, by the Banach
lemma, the operator ŒF0.x/��1 exists and is such that

kŒF0.x/��1k � k�0k
1 � kI � �0F0.x/k � � 1

f 0.t/
:

In addition,

kŒF0.x/��1F0.x0/k � 1

1 � kI � �0F0.x/k � f 0.t0/
f 0.t/

:

Therefore (6.12) holds.
On the other hand, if x 2 B.x0; ˛�t0/ and t 2 .t0; ˛/ are such that kx�x0k � t�t0,

we have

kF00.x/k � kF00.x0/k C kF00.x/ � F00.x0/k � f 00.t0/C f 00.t/ � f 00.t0/ D f 00.t/

and (6.11) also holds. The proof is complete.

Next, from the following lemma, we see that (6.10) is a majorizing sequence of
sequence (6.1) in the Banach space X.

Lemma 6.3.2 Under the hypotheses of Lemma 6.3.1, the following items are true
for all n D 0; 1; 2; : : :

.in/ xn 2 B.x0; t� � t0/.

.iin/ k�0F.xn/k � � f .tn/

f 0.t0/
.

.iiin/ kxnC1 � xnk � tnC1 � tn.
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Proof We prove .in/–.iiin/ by mathematical induction on n. Firstly, x0 given, it is
clear that x1 is well-defined and

kx1 � x0k D k�0F.x0/k � � f .t0/

f 0.t0/
D t1 � t0 < t� � t0:

Then .i0/–.iii0/ hold.
We now suppose that .ij/–.iiij/ are true for j D 0; 1; : : : ; n � 1 and prove that the

three items are also true for j D n.
As xn D xn�1 � ŒF0.xn�1/��1F.xn�1/, it is clear that xn is well-defined, since the

operator ŒF0.xn�1/��1 exists by Lemma 6.3.1. Moreover,

kxn � x0k � kxn � xn�1k C kxn�1 � xn�2k C � � � C kx1 � x0k
� tn � tn�1 C tn�1 � tn�2 C � � � C t1 � t0

< t� � t0;

so that xn 2 B.x0; t� � t0/ and .in/ holds.
After that, we consider x D xn�1Cs.xn �xn�1/, with s 2 Œ0; 1�, and kx�xn�1k D

skxn � xn�1k � s.tn � tn�1/. Therefore,

kx � x0k � kxn�1 � x0k C skxn � xn�1k
� tn�1 � t0 C s.tn � tn�1/

D t � t0;

with t D tn�1 C s.tn � tn�1/ 2 Œtn�1; tn�, and since kx � x0k � t � t0 < t� � t0, it is
clear that x 2 B.x0; t� � t0/ for x 2 Œxn�1; xn�. From Lemma 6.3.1, we have that the
operators ŒF0.x/��1 and LF.x/ exist and

kLF.x/k � f 00.t/
f 0.t/2

kF.x/k with t D tn�1 C s.tn � tn�1/ and s 2 Œ0; 1�:

Besides,

kLF.x/k � � f 00.t/
f 0.t/

f 0.t0/
f 0.t/

k�0F.x/k;

simply by writing LF.x/ D ŒF0.x/��1F00.x/ŒF0.x/��1F0.x0/�0F.x/ and apply-
ing (6.12).
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Taking now into account the last inequality and Taylor’s series, we write

k�0F.x/k D




�0F.xn�1/C �0F

0.xn�1/.x � xn�1/C
Z x

xn�1

�0F
00.z/.x � z/ dz







� .1 � s/k�0F.xn�1/k C 1

2
k�0kkF00.x0/kkx � xn�1k2

Ck�0k
Z 1

0



F00 .xn�1C�.x � xn�1//�F00.x0/


 kx � xn�1k2.1 � �/ d�:

As kx�xn�1k D skxn�xn�1k � s.tn�tn�1/ � t�tn�1, for z D xn�1C�.x�xn�1/
with � 2 Œ0; 1�, we have kz�x0k � u�t0, where u D tn�1C�.t�tn�1/. Consequently,

k�0F.x/k � �.1 � s/
f .tn�1/
f 0.t0/

� 1

2

f 00.t0/
f 0.t0/

.t � tn�1/2 �

� 1

f 0.t0/

Z 1

0

�
f 00 .tn�1 C �.t � tn�1//� f 00.t0/

�
.tn � tn�1/2.1 � �/ d�

D � 1

f 0.t0/

�
f .tn�1/C f 0.tn�1/.t � tn�1/C

Z t

tn�1

f 00.u/.t � u/ du

�

D � f .t/

f 0.t0/
:

If we take s D 1 above, we obtain x D xn, t D tn and k�0F.xn/k � � f .tn/

f 0.t0/
. In

addition, .iin/ holds and kLF.x/k � f .t/f 00.t/
f 0.t/2

D Lf .t/.

Finally, to prove .iiin/, just see that

kxnC1 � xnk D





Z xn

xn�1

LF.x/ dx







�
Z 1

0

kLF .xn�1 C �.xn � xn�1//k kxn � xn�1k d�

�
Z 1

0

Lf .tn�1 C �.tn � tn�1// .tn � tn�1/ d�

D
Z tn

tn�1

Lf .u/ du

D tnC1 � tn;
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since x D xn�1 C �.xn � xn�1/ with � 2 Œ0; 1� and

kx � x0k � kxn�1 � x0k C �kxn � xn�1k � tn�1 C �.tn � tn�1/� t0 D t � t0;

where t D tn�1 C �.tn � tn�1/. The proof is complete.

Once we have seen that (6.10) is a majorizing sequence of (6.1), we are ready to
prove the semilocal convergence of (6.1) in the Banach space X.

Theorem 6.3.4 (See [7]) Let F W ˝ � X ! Y be a twice continuously
differentiable operator defined on a nonempty open convex domain ˝ of a Banach
space X with values in a Banach space Y. Suppose that there exist f 2 C.2/.Œt0; t0�/,
with t0; t0 2 R, such that (H1)–(H2) are satisfied, and a root ˛ 2 .t0; t0/ of f 0.t/ D 0

such that f .˛/ � 0, and B.x0; t� � t0/ � ˝ . Then, Newton’s sequence, given
by (6.1) and starting at x0, converges to a solution x� of F.x/ D 0. Moreover,
xn; x� 2 B.x0; t� � t0/, for all n 2 N, and

kx� � xnk � t� � tn; n D 0; 1; 2; : : : ;

where ftng is defined in (6.10).

Proof Observe that fxng is convergent, since ftng is a majorizing sequence of fxng
and convergent. Moreover, as lim

n!C1 tn D t�, if x� D lim
n!C1 xn, then kx� � xnk �

t� � tn, for all n D 0; 1; 2; : : : Furthermore, from item .iin/ of the last lemma, we

have k�0F.xn/k � � f .tn/

f 0.t0/
, for all n D 0; 1; 2; : : : Then, by letting n ! C1 in the

last inequality, it follows F.x�/ D 0 by the continuity of F. The proof is complete.

6.3.3.2 Uniqueness of Solution

After proving the semilocal convergence of Newton’s method and locating the
solution x�, we prove that x� is unique. Note that if f .t/ has two real zeros t� and
t�� such that t0 < t� � t��, then the uniqueness of solution follows from the next
theorem.

Theorem 6.3.5 Under the hypotheses of Theorem 6.3.4, the solution x� is unique
in B.x0; t�� � t0/\˝ if t� < t�� or in B.x0; t� � t0/ if t� D t��.

Proof Suppose that t� < t�� and y� is another solution of F.x/ D 0 in B.x0; t�� �
t0/ \˝ . Then,

ky� � x0k � �.t�� � t0/ with � 2 .0; 1/:
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We now suppose that ky� � xkk � �2
k
.t�� � tk/ for k D 0; 1; : : : ; n. In addition,

ky� � xnC1k D 

��n
�
F.y�/� F.xn/ � F0.xn/.y� � xn/

�



D




��n

�Z 1

0

�
F00 �xn C �.y� � xn/

� � F00.x0/
�
.1 � �/.y� � xn/

2 d�

C1

2
F00.x0/.y� � xn/

2

�



 :

As kxn C �.y� � xn/� x0k � tn C �.t�� � tn/� t0, it follows that

ky� � xnC1k � � 


f 0.tn/
ky� � xnk2;

where 
 D 1

2
f 00.t0/C

Z 1

0

�
f 00 �tn C �.t�� � tn/

� � f 00.t0/
�
.1 � �/ d� .

On the other hand, we also have

t�� � tnC1 D � 1

f 0.tn/

 Z t��

tn

�
f 00.t/ � f 00.t0/

�
.t�� � t/ dt C 1

2
f 00.t0/.t�� � tn/

2

!

D � 


f 0.tn/
.t�� � tn/

2:

Therefore,

ky� � xnC1k � t�� � tnC1
.t�� � tn/2

ky� � xnk2 � �2
nC1

.t�� � tnC1/;

so that y� D x�.
If t� D t�� and y� is another solution of F.x/ D 0 in B.x0; t� � t0/, then

ky� � x0k � t� � t0. Proceeding similarly to the previous case, we can prove by
mathematical induction on n that ky��xnk � t��tn. Since t� D t�� and limn tn D t�,
the uniqueness of solution is now easy to follow. The proof is complete.

Note that the uniqueness of solution established in Theorem 6.3.5 includes the
uniqueness of solution given by Huang (Theorem 6.3.1) and Gutiérrez (Theo-
rem 6.3.2) when f .t/ is reduced to �.t/ or to  .t/, respectively, and t0 D 0.

6.3.3.3 A Priori Error Estimates

We finish this section by seeing the quadratic convergence of Newton’s method
under conditions (H1)–(H2). First, if f .t/ has two real zeros t� and t�� such that
t0 < t� � t��, we can then write

f .t/ D .t� � t/.t�� � t/`.t/
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with `.t�/ ¤ 0 and `.t��/ ¤ 0. We then obtain the following theorem from
Ostrowski’s technique [14].

Theorem 6.3.6 Let f 2 C.2/.Œt0; t0�/ with t0; t0 2 R. Suppose that f .t/ has two real
zeros t� and t�� such that t0 < t� � t��.

(a) If t� < t��, then

.t�� � t�/	2
n

m1 � 	2
n � t� � tn � .t�� � t�/�2n

M1 ��2n
; n � 0;

where 	 D t�

t��
m1, � D t�

t��
M1, m1 D minfQ1.t/I t 2 Œt0; t��g, M1 D maxfQ1.t/I t 2

Œt0; t��g, Q1.t/ D .t��
�t/`0.t/�`.t/

.t��t/`0.t/�`.t/ and provided that 	 < 1 and � < 1.
(b) If t� D t��, then

mn
2t

� � t� � tn � Mn
2 t

�;

where m2 D minfQ2.t/I t 2 Œt0; t��g, M2 D maxfQ2.t/I t 2 Œt0; t��g, Q2.t/ D
.t��t/`0.t/�`.t/
.t��t/`0.t/�2`.t/ and provided that m2 < 1 and M2 < 1.

Proof Let t� < t�� and denote an D t� � tn and bn D t�� � tn for all n D 0; 1; 2; : : :

Then

f .tn/ D anbn`.tn/; f 0.tn/ D anbn`
0.tn/� .an C bn/`.tn/

and

anC1 D t� � tnC1 D t� � tn C f .tn/

f 0.tn/
D an2 .bn`0.tn/� `.tn//

anbn`0.tn/� .an C bn/`.tn/
:

From
anC1
bnC1

D a2n .bn`
0.tn/� `.tn//

bn2 .an`0.tn/ � `.tn//
, it follows

m1

�
an
bn

�2
� anC1

bnC1
� M1

�
an
bn

�2
:

In addition,

anC1
bnC1

� M2nC1�1
1

�
a0
b0

�2nC1

D �2nC1

M1

;
anC1
bnC1

� m2
nC1�1
1

�
a0
b0

�2nC1

D 	2
nC1

m1
:

Taking then into account that bnC1 D .t�� � t�/C anC1, it follows:

.t�� � t�/	2nC1

m1 � 	2nC1
� t� � tnC1 � .t�� � t�/�2nC1

M1 ��2nC1
�
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If t� D t��, then an D bn and

anC1 D an .an`0.t/ � `.t//
an`0.t/ � 2`.tn/

:

Consequently, m2an � anC1 � M2an and

mnC1
2 t� � t� � tnC1 � MnC1

2 t�:

The proof is complete.

From the last theorem, it follows that the convergence of Newton’s method, under
conditions (H1)–(H2), is quadratic if t� < t�� and linear if t� D t��.

Notice that the a priori error estimates established in Theorem 6.3.6 are exactly
the same as those given by Gutiérrez in [9] when f .t/ D �.t/ or f .t/ D  .t/ with
t0 D 0.

6.3.3.4 Particular Cases

The way of getting polynomial (6.3) by solving an initial value problem has the
advantage of being able to be generalized to conditions (H1)–(H2), in contrast to get
polynomial (6.3) using interpolation, so that we can then obtain the real function f
for Theorem 6.2.1 under very general conditions. In the following, we see three
different cases that can be deduced as particular cases of the general semilocal
convergence result given in Theorem 6.3.4.

Firstly, if conditions (H1)–(H2) are reduced to (B1)–(B2)–(6.6), we are in the
conditions of [12] and can find the real function f by solving the following initial
value problem:

8
<̂
:̂

�00.t/ D M C Kt;

�.0/ D �

ˇ
; �0.0/ D � 1

ˇ
;

whose solution is polynomial (6.4), since

f 00.t/ � f 00.t0/ D K.t � t0/ D Kt and f 00.t/ D M C Kt:

Notice that polynomial (6.4) satisfies the hypotheses of Theorem 6.3.4 with
t0 D 0 and, consequently, the semilocal convergence of Newton’s method can be
guaranteed in the Banach space X from Theorem 6.3.4.

Secondly, if conditions (H1)–(H2) are reduced to (C1)–(C2)–(C3), we are in the
conditions of [9, 10] and can find the real function f by solving the following initial
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value problem:

8
<̂
:̂

 00.t/ D M C Ktp;

 .0/ D �

ˇ
;  0.0/ D � 1

ˇ
;

whose solution is function (6.8), since

f 00.t/ � f 00.t0/ D K.t � t0/
p D Ktp and f 00.t/ D M C Ktp:

Notice that function (6.8) satisfies the hypotheses of Theorem 6.3.4 with t0 D 0

and, consequently, the semilocal convergence of Newton’s method can also be
guaranteed in the Banach space X from Theorem 6.3.4.

Thirdly, if conditions (H1)–(H2) are reduced to (C1)–(C2)–(6.9), we are in the
conditions of [7] that generalize the conditions given in [9, 10, 12] and find the real
function f by solving the following initial value problem:

8̂
<
:̂

' 00.t/ D M C !.t/;

'.0/ D �

ˇ
; ' 0.0/ D � 1

ˇ
;

whose solution is given in the following theorem.

Theorem 6.3.7 Suppose that the function !.t/ is continuous for all t 2 Œ0; t0�, with
t0 > 0. Then, for any real numbers ˇ ¤ 0, � and M, there exists only one solution
'.t/ of the last initial value problem in Œ0; t0�; that is:

'.t/ D
Z t

0

Z s

0

!.z/ dz ds C M

2
t2 � t

ˇ
C �

ˇ
: (6.13)

To apply Theorem 6.3.4, the equation '.t/ D 0must have at least one root greater
than zero, so that we have to guarantee the convergence of the real sequence ftng
defined in (6.10) with f .t/ � '.t/ and t0 D 0 to this root. We then give the following
properties of the function '.t/ defined in (6.13), whose proofs are easy to follow.

Theorem 6.3.8 Let ' and ! be the functions defined respectively in (6.13)
and (6.9).

(a) There exists only one positive solution ˛ > t0 of the equation

'0.t/ D
Z t

0

!.z/ dz C Mt � 1

ˇ
D 0; (6.14)

which is the unique minimum of '.t/ in Œ0;C1/ and '.t/ is nonincreasing in Œt0; ˛/.
(b) If '.˛/ � 0, then the equation '.t/ D 0 has at least one root in Œ0;C1/. Moreover, if

t� is the smallest root of '.t/ D 0 in Œ0;C1/, we have 0 < t� � ˛.
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Taking into account the hypotheses of Theorem 6.3.8, function (6.13) satisfies the
conditions of Theorem 6.3.4 and the semilocal convergence of Newton’s method is
then guaranteed in the Banach space X. In particular, we have the following theorem,
whose proof follows immediately from Theorem 6.3.4.

Theorem 6.3.9 Let F W ˝ � X ! Y be a twice continuously differentiable
operator defined on a nonempty open convex domain ˝ of a Banach space X with
values in a Banach space Y and '.t/ be the function defined in (6.13). Suppose
that (C1)–(C2)–(6.9) are satisfied, there exists a root ˛ > 0 of (6.14), such that
'.˛/ � 0, and B.x0; t�/ � ˝ , where t� is the smallest root of '.t/ D 0 in Œ0;C1/.
Then, Newton’s sequence fxng, given by (6.1), converges to a solution x� of F.x/ D 0

starting at x0. Moreover, xn; x� 2 B.x0; t�/, for all n 2 N, and

kx� � xnk � t� � tn; n D 0; 1; 2; : : : ;

where tn D tn�1 � '.tn�1/

'0.tn�1/
, with n 2 N, t0 D 0 and '.t/ defined in (6.13).

Remark 6.3.2 Note that the three real functions �,  and ', from which the
majorizing sequences are defined, also have the property of the translation of the
Kantorovich polynomial given in (6.3), see Remark 6.2.1, so they are independent
of the value of t0. For this reason, we always choose t0 D 0, which simplifies
considerably the expressions used.

Note that the choice of x0 is fundamental, since it is not enough to satisfy
condition (6.9) to guarantee the convergence of Newton’s method. As it is well-
known, the starting point x0 should be close to the solution x�. In addition, having
the possibility that there are several points that satisfy condition (6.9) is an advantage
to be able to select the starting point. Therefore, the condition

kF00.x/ � F00.y/k � !.kx � yk/; for all x; y 2 ˝; (6.15)

where ! W Œ0;C1/ ! R is a nondecreasing continuous function such that !.0/ D
0, is more useful than condition (6.9).

Example 6.3.2 As we have indicated in the introduction, an aim of this work is to
modify condition (A2) on the operator F00, so that the domain of starting points for
Newton’s method is modified with respect to that of Kantorovich under conditions
(A1)–(A3). In the following, we see a situation where Kantorovich’s study is
improved from conditions (C1)–(C2)–(6.9).

The situation presented is a particular case of a nonlinear integral equation of the
following mixed Hammerstein type [8]:

x.s/ D h.s/C
Z b

a
G.s; t/H.x.t// dt; s 2 Œa; b�;

where �1 < a < b < C1, h, G and H are known functions and x is
the function to determine. Integral equations of this type appear very often in
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several applications to real world problems. For example, in problems of dynamic
models of chemical reactors [1], vehicular traffic theory, biology and queuing theory
[2]. The Hammerstein integral equations also appear in the electro-magnetic fluid
dynamics and can be reformulated as two-point boundary value problems with
certain nonlinear boundary conditions and in multi-dimensional analogues which
appear as reformulations of elliptic partial differentiable equations with nonlinear
boundary conditions (see [15] and the references given there).

In particular, we consider a nonlinear equation of the form:

x.s/ D h.s/C
Z b

a
G.s; t/

�

x.t/3 C ıx.t/2Cp

�
dt; s 2 Œa; b�; (6.16)

p 2 Œ0; 1� and 
; ı 2 R, where h is a continuous function in Œa; b� � Œa; b� and the
kernel G is the Green function.

Solving Eq. (6.16) is equivalent to solve F.x/ D 0, where F W ˝ � C.Œa; b�/ !
C.Œa; b�/, ˝ D fx 2 C.Œa; b�/I x.s/ � 0; s 2 Œa; b�g and

ŒF.x/�.s/ D x.s/ � h.s/�
Z b

a
G.s; t/

�

x.t/3 C ıx.t/2Cp

�
dt;

where s 2 Œa; b�, p 2 Œ0; 1� and 
; ı 2 R.
In addition,

ŒF0.x/y�.s/ D y.s/ �
Z b

a
G.s; t/

�
3
x.t/2 C .2C p/ıx.t/1Cp

�
y.t/ dt;

ŒF00.x/.yz/�.s/ D �
Z b

a
G.s; t/ .6
x.t/C .2C p/.1C p/ıx.t/p/ z.t/y.t/ dt:

Notice that condition (A2) of Kantorovich is not satisfied, since kF00.x/k is not
bounded in˝ . Moreover, it is not easy to locate a domain where kF00.x/k is bounded
and contains a solution of F.x/ D 0. Notice also that conditions (B3) and (C3) are
not satisfied either, since F00.x/ is not Lipschitz-continuous or Hölder-continuous in
˝ , so that we cannot apply Theorems 6.3.1 and 6.3.2 to guarantee the semilocal
convergence of Newton’s method to a solution of (6.16).

Initially, we transform Eq. (6.16) into a finite dimensional problem and, later,
we apply Newton’s method to approximate a solution of this problem. Then, we
approximate the integral of (6.16) by a Gauss-Legendre quadrature formula with m
nodes:

Z b

a
q.t/ dt '

mX
iD1

wi q.ti/;

where the nodes ti and the weights wi are determined. Now, if we denote the
approximations of x.ti/ and h.ti/ by xi and hi, respectively, with i D 1; 2; : : : ;m,
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then Eq. (6.16) is equivalent to the following nonlinear system of equations:

xi D hi C
mX
jD1

bij
�

x3j C ıx2Cp

j

�
; i D 1; 2; : : : ;m;

where

bij D

8
ˆ̂<
ˆ̂:

wj
.b � ti/.tj � a/

b � a
if j � i,

wj
.b � tj/.ti � a/

b � a
if j > i.

The last nonlinear system can be then written as follows:

F.x/ D x � h � B.
Qx C ı Ox/ D 0; (6.17)

where x D .x1; x2; : : : ; xm/T , h D .h1; h2; : : : ; hm/T , B D .bij/, Qx D .x31; x
3
2; : : : ; x

3
m/

T

and Ox D .x2Cp
1 ; x2Cp

2 ; : : : ; x2Cp
m /T . In view of what the domain˝ is for Eq. (6.16), we

consider F W e̋ � R
m ! R

m, where e̋ D f.x1; x2; : : : ; xm/ 2 R
mI xi � 0 for i D

1; 2; : : : ;mg. In addition,

F.x/ D

0
BBBBBBB@

x1 � h1 �Pm
jD1 b1j

�

x3i C ıx2Cp

i

�

x2 � h2 �Pm
jD1 b2j

�

x3i C ıx2Cp

i

�

:::

xm � hm �Pm
jD1 bmj

�

x3i C ıx2Cp

i

�

1
CCCCCCCA
;

F0.x/ D I � B.3
D1.x/C .2C p/ıD2.x//;

where D1.x/ D diagfx21; x22; : : : ; x2mg and D2.x/ D diagfx1Cp
1 ; x1Cp

2 ; : : : ; x1Cp
m g, and

F00.x/y z D �B
��
6
x1 C .2C p/.1C p/ıxp1

�
y1z1; : : : ;

�
6
xm C .2C p/.1C p/ıxpm

�
ymzm

�T
;

where y D .y1; y2; : : : ; ym/T and z D .z1; z2; : : : ; zm/T .
Moreover, provided that kBk .3j
jkD1 .x0/ k C .2C p/jıjkD2.x0/k/ < 1, we

have

k�0k � 1

1 � kBk .3j
jkD1 .x0/ k C .2C p/jıjkD2.x0/k/ D ˇ;

k�0F.x0/k � kx0 � g � B.j
jQx0 C ı Qx0/k
1 � kBk .3
kD1.x0/k C .2C p/jıjkD2.x0/k/ D �;
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where x0 D .Lx1; Lx2; : : : ; Lxm/T , Qx0 D .Lx31; Lx32; : : : ; Lx3m/T and Ox0 D .Lx2Cp
1 ; Lx2Cp

2 ; : : : ;

Lx2Cp
m /T . Furthermore,

kF00.x/k D sup
kykD1;kzkD1

kF00.x/yzk with kF00.x/yzk � kBkkv.x; y; z/k;

where v.x; y; z/ D ��
6
x1 C .2C p/.1C p/ıxp1

�
y1z1; : : : ;

�
6
xm C .2C p/.1C p/

ıxpm
�
ymzm

�T
.

For the infinity norm, we have

kv.x; y; z/k1 D �
6j
jkxk1 C .2C p/.1C p/jıjkxikp1

� kyk1kzk1;

so that

kF00.x/k1 � kBk1
�
6j
jkxk1 C .2C p/.1C p/jıjkxkp1

�
:

Consequently,

kF00.x0/k1 � kBk1
�
6j
jkx0k1 C .2C p/.1C p/jıjkx0kp1

� D M;

kF00.x/� F00.x0/k1 � kBk1
�
6j
jkx � x0k1 C .2C p/.1C p/jıjkx � x0kp1

�

and then !.z/ D kBk1 .6j
jz C .2C p/.1C p/jıjzp/.
Observe that in this case kF00.x/k1 is not bounded in general, since the function

�.t/ D 6j
jt C .2 C p/.1 C p/jıjtp is increasing. Therefore, condition (A2) of
Kantorovich is not satisfied.

To solve the difficulty of applying Kantorovich’s conditions, a common alter-
native is to locate the solutions in a domain e̋

0 � e̋ and look for a bound for
kF00.x/k1 in e̋

0 (see [5]). In the next example we see that we cannot use this
alternative either, because a priori we cannot find a domain e̋

0 which contains
solutions of the equation.

We consider the equation of type (6.16) given by

x.s/ D 1C
Z 1

0

G.s; t/

�
x.t/3 C 1

4
x.t/

5
2

�
dt; s 2 Œ0; 1�: (6.18)

Once Eq. (6.16) is discretized, the solutions x� of the corresponding nonlinear
system given by (6.17) must satisfy

kx�k1 � 1� kBk
�

kx�k31 C 1

4
kx�k 5

21
�

� 0;

which does not imply restrictions on kx�k1, so that we cannot locate a domain
e̋
0 � e̋ where kF00.x/k1 is bounded and contains a solution x�. In consequence,
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we cannot guarantee the semilocal convergence of Newton’s method to a discretized
solution of (6.18) from the Newton-Kantorovich theorem.

Now, we make clear the importance of the fact that the starting point x0 is
close to the solution x�. If we consider, for example, m D 8 and the starting
point x0 D .2; 2; : : : ; 2/T , we cannot apply Theorem 6.3.9, since ˇ D 3:3821 : : :,
� D 0:9280 : : :, M D 1:6465 : : :, ˛ D 0:1698 : : :,

'.t/ D .0:2744 : : :/�.0:2956 : : :/tC.0:8232 : : :/t2C.0:0308 : : :/t 52 C.0:1235 : : :/t3

and '.˛/ D 0:2489 : : : > 0.
However, if we take into account condition (6.15), that is satisfied for all y 2 e̋

0,
instead of (6.9), that is just satisfied at the starting point x0, we can select other
starting point x0. For example, if we choose x0 D .1; 1; : : : ; 1/T , we obtain in this
case ˇ D 1:7248 : : :, � D 0:2499 : : :, M D 0:8571 : : :, ˛ D 0:5236 : : :,

'.t/ D .0:1449 : : :/�.0:5797 : : :/tC.0:4285 : : :/t2C.0:0308 : : :/t 52 C.0:1235 : : :/t3

and '.˛/ D �0:0172 : : : � 0. Therefore, we can guarantee the convergence
of Newton’s method, starting at x0 D .1; 1; : : : ; 1/T , from Theorem 6.3.9. In
addition, after five iterations, Newton’s method converges to the solution x� D
.x�
1 ; x

�
2 ; : : : ; x

�
8 /

T which is shown in Table 6.1. Moreover, since t� D 0:3596 : : :

and t�� D 0:6822 : : :, the domains of existence and uniqueness of solution are
respectively

f� 2 e̋I k� � 1k1 � 0:3596 : : :g and f� 2 e̋I k� � 1k1 < 0:6822 : : :g:

Remark 6.3.3 Finally, we first observe that applying condition (6.9), we have

kF00.x/ � F00.x0/k � !.kx � x0k/ � !.kxk C kx0k/; x0; x 2 ˝;

so that

kF00.x/k � kF00.x0/k C !.kxk C kx0k/ D Q!.kxk/; x0; x 2 ˝;

where Q! W Œ0;C1/ ! R is a continuous monotonous function. Observe that
the previous new condition is milder than condition (6.9). In addition, this new

Table 6.1 Numerical
solution of system (6.17)
associated to integral
equation (6.18)

i x�

i i x�

i

1 1.021626. . . 5 1.302053. . .

2 1.105232. . . 6 1.218581. . .

3 1.218581. . . 7 1.105232. . .

4 1.302053. . . 8 1.021626. . .
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condition also generalizes condition (A2) of the Newton-Kantorovich theorem. In
next section, we study the semilocal convergence of Newton’s method under this
new condition.

6.4 F00 is an !-Bounded Operator

To generalize everything said so far, we replace condition (A2) with the following
milder condition

kF00.x/k � Q!.kxk/; x 2 ˝; (6.19)

where Q! W Œ0;C1/ ! R is a continuous monotonous (nondecreasing or
nonincreasing) function. Obviously, condition (6.19) generalizes (A2).

In this situation, if we consider (A1)–(6.19), we cannot obtain again, by
interpolation fitting, a real function f for Theorem 6.2.1, since (6.19) does not
allow determining the class of functions where (6.19) can be applied. To solve this
problem, we proceed differently, by solving an initial value problem, as we have
done in the previous sections. For this, as Q! is monotonous, we have

kF00.x/k � Q!.kxk/ � $.tI kx0k; t0/;

where

$.tI kx0k; t0/ D

8
ˆ̂̂̂
<
ˆ̂̂̂
:

Q!.kx0k � t0 C t/ if Q! is nondecreasing, provided that

kxk � kx0k � kx � x0k � t � t0;
QQ!.kx0k C t0 � t/ if ! is nonincreasing, provided that

kx0k � kxk � kx � x0k � t � t0:
(6.20)

Observe that$.tI kx0k; t0/ is a nondecreasing function.
As a result of the above, instead of (6.19), we consider

kF00.x/k � $.tI kx0k; t0/; when kx � x0k � t � t0; (6.21)

where $ W Œt0;C1/ ! R is a continuous monotonous function such that
$.t0I kx0k; t0/ � 0. The corresponding initial value problem to solve is then

8
<̂
:̂

y00.t/ D $.tI kx0k; t0/;
y.t0/ D �

ˇ
; y0.t0/ D � 1

ˇ
� (6.22)

whose solution is given in the following theorem.
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Theorem 6.4.1 We suppose that $.tI kx0k; t0/ is continuous for all t 2 Œt0; t0�.
Then, for any real numbers ˇ ¤ 0 and �, there exists only one solution g.t/ of
initial value problem (6.22) in Œt0; t0�, that is,

g.t/ D
Z t

t0

Z 	

t0

$.�I kx0k; t0/ d� d	 � t � t0
ˇ

C �

ˇ
; (6.23)

where$ is the function defined in (6.20).

Observe that (6.23) with t0 D 0 is reduced to the Kantorovich polynomial given
in (6.3) if $ is constant.

6.4.1 Semilocal Convergence Result

By analogy with Kantorovich, if we want to apply the technique of majorizing
sequence to our particular problem, the equation g.t/ D 0, where g is defined
in (6.23), must have at least one root greater than t0, so that we have to guarantee
the convergence of the real sequence

t0 given; tnC1 D Ng.tn/ D tn � g.tn/

g0.tn/
; n D 0; 1; 2; : : : ; (6.24)

to this root, for obtaining a majorizing sequence under conditions (A1)–(6.19).
Clearly, the first we need is to analyse the function g defined in (6.23). Then, we
give some properties of the function g, whose proofs are easy to follow.

Theorem 6.4.2 Let g and $ be the functions defined in (6.23) and (6.20),
respectively.

(a) There exists only one positive solution ˛ > t0 of the equation

g0.t/ D
Z t

t0
$.�I kx0k; t0/ d� � 1

ˇ
D 0; (6.25)

which is the unique minimum of g in Œt0;C1/ and g is nonincreasing in Œt0; ˛/.
(b) If g.˛/ � 0, then the equation g.t/ D 0 has at least one root in Œt0;C1/. Moreover, if

t� is the smallest root of g.t/ D 0 in Œt0;1/, we have t0 < t� � ˛.

As we are interested in the fact that (6.24), where the function g defined in (6.23),
is a majorizing sequence of the sequence fxng defined by Newton’s method in the
Banach space X, we establish the convergence of ftng in the next result, whose proof
follows similarly to that of Theorem 6.3.3.

Theorem 6.4.3 Let ftng be the real sequence defined in (6.24), where the function
g is given in (6.23). Suppose that there exist a solution ˛ > t0 of Eq. (6.25) such that
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g.˛/ � 0. Then, the sequence ftng is nondecreasing and converges to the root t� of
the equation g.t/ D 0.

The following is to prove that (6.24) is a majorizing sequence of the sequence
fxng and this sequence is well-defined, provided that B.x0; t� � t0/ � ˝ . Previously,
from (A1), we observe that

kx1 � x0k D k�0F.x0/k � � D t1 � t0 < t� � t0:

Theorem 6.4.4 Let g be the function defined in (6.23). Suppose that conditions
(A1)–(6.19) are satisfied. Suppose also that g.˛/ � 0, where ˛ is a solution of
Eq. (6.25) such that ˛ > t0, and B.x0; t� � t0/ � ˝ . Then, xn 2 B.x0; t� � t0/, for
all n 2 N. Moreover, (6.24) is a majorizing sequence of the sequence fxng, namely

kxn � xn�1k � tn � tn�1; for all n 2 N:

Proof We prove the theorem from the next four recurrence relations (for n 2 N).

.in/ There exists �n D ŒF0.xn/��1 and k�nk � � 1
g0.tn/

.
.iin/ kF.xn/k � g.tn/.
.iiin/ kxnC1 � xnk � tnC1 � tn.
.ivn/ kxnC1 � x0k � t� � t0.

We begin proving .i1/–.iv1/.
.i1/: From x D x0 C �.x1 � x0/ and t D t0 C �.t1 � t0/, where 0 � � � 1, it

follows kx � x0k D �kx1 � x0k � �.t1 � t0/ D t � t0, so that

kI � �0F0.x1/k D





Z 1

0

�0F
00 .x0 C t.x1 � x0// .x1 � x0/ dt







� k�0k
Z 1

0

$ .t0 C �.t1 � t0/I kx0k; t0/ d�.t1 � t0/

D ˇ

Z t1

t0

$.tI kx0k; t0/ dt

D 1 � g0.t1/
g0.t0/

< 1;

since ˇ D � 1
g0.t0/

and kx1 � x0k � t1 � t0. Then, from Banach’s lemma, we obtain

that there exists �1 and k�1k � � 1
g0.t1/

.
.ii1/: From Taylor’s series, kx1 � x0k � t1 � t0 and the algorithm of Newton’s

method, we have

F.x1/ D
Z x1

x0

F00.x/.x � x0/ dx D
Z 1

0

F00 .x0 C �.x1 � x0// .1C �/ d�.x1 � x0/
2
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and

kF.x1/k �
Z 1

0

$ .t0 C �.t1 � t0/I kx0k; t0/ � d�.t1 � t0/
2

D
Z 1

0

g00 .t0 C �.t1 � t0// .1C �/ d�.t1 � t0/
2

D g.t1/:

.iii1/: kx2 � x1k � k�1kkF.x1/k � � g.t1/
g0.t1/

D t2 � t1.
.iv1/: kx2 � x0k � kx2 � x1k C kx1 � x0k � t2 � t0 � t� � t0.
If we now suppose that .ij/–.ivj/ are true for j D 1; 2; : : : ; n, we can prove that

.inC1/–.ivnC1/ are also true, so that .in/–.ivn/ are true for all n 2 N by mathematical
induction. The proof is complete.

We are then ready to prove the following semilocal convergence result for
Newton’s method under conditions (A1)–(6.19).

Theorem 6.4.5 Let F W ˝ � X ! Y be a twice continuously differentiable
operator defined on a nonempty open convex domain ˝ of a Banach space X with
values in a Banach space Y and g.t/ be the function defined in (6.23). Suppose that
(A1)–(6.19) are satisfied, there exists a root ˛ > t0 of (6.25), such that g.˛/ � 0,
and B.x0; t� � t0/ � ˝ , where t� is the smallest root of g.t/ D 0 in Œt0;C1/.
Then, Newton’s sequence fxng converges to a solution x� of F.x/ D 0 starting at x0.
Moreover, xn; x� 2 B.x0; t� � t0/, for all n 2 N, and

kx� � xnk � t� � tn; n D 0; 1; 2; : : : ;

where ftng is defined in (6.24).

Proof Observe that fxng is convergent, since ftng is a majorizing sequence of fxng
and convergent. Moreover, as lim

n!C1 tn D t�, if x� D lim
n!C1 xn, then kx� � xnk �

t� � tn, for all n D 0; 1; 2; : : : Furthermore,

kF0.xn/ � F0.x0/k D





Z 1

0

F00 .x0 C �.xn � x0// d�.xn � x0/







�
Z 1

0

$ .t0 C �.tn � t0/I kx0k; t0/ d�.t� � t0/

� $.t�I kx0k; t0/.t� � t0/;

since kx � x0k � t � t0 and kxn � x0k � t� � t0, so that

kF0.xn/k � kF0.x0/k C$.t�I kx0k; t0/.t� � t0/;
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and consequently, the sequence fkF0.xn/kg is bounded. Therefore, from

kF.xn/k � kF0.xn/kkxnC1 � xnk;

it follows that limn kF.xn/k D 0, and, by the continuity of F, we obtain F.x�/ D 0.
The proof is complete.

6.4.2 Uniqueness of Solution

Once we have proved the semilocal convergence of Newton’s method and
located the solution x�, we prove the uniqueness of x�. First, we note that if
$.t0I kx0k; t0/ > 0, then g0 is increasing and g0.t/ > 0 in .˛;C1/, since $ is
nondecreasing and $.tI kx0k; t0/ D g00.t/ > 0. Therefore, g is strictly increasing
and convex in .˛;C1/. The last guarantees that g has two real zeros t� and t��
such that t0 < t� � t��. Second, if $.t0I kx0k; t0/ D 0 and $.t0I kx0k; t0/ > 0,
for some t0 > t0, then it takes place the same as in the previous case. Third, finally,
if $.t0I kx0k; t0/ D 0 and $.tI kx0k; t0/ D 0, for all t > t0, then g is lineal. Note
that the latter is not restrictive because only the lineal case is eliminated. Observe
that this case is trivial: if g.t/ D at C b, then Ng.t/ D � b

a , which is the solution of
g.t/ D 0.

Theorem 6.4.6 Under the conditions of Theorem 6.4.5, the solution x� is unique in
B.x0; t�� � t0/\˝ if t� < t�� or in B.x0; t� � t0// if t� D t��.

The proof of Theorem 6.4.6 is analogous to that of Theorem 6.3.5.

6.4.3 Improvement of the Domain of Starting
Points, the Domains of Existence and Uniqueness
of Solution and the Error Bounds

In this section, by means of a simple example, we show that we can improve the
domain of starting points, the domains of existence and uniqueness of solution and
the a priori error bounds for Newton’s method if we use condition (6.19) instead of
condition (A2).

Consider the equation F.x/ D 0, where F W ˝ D .0; a/ ! R and F.x/ D x3 � a
with a > 1. Then,

k�0k D 1

3x20
D ˇ; k�0F.x0/k D jx30 � aj

3x20
D �; kF00.x/k D 6jxj:
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0 a
x)(

3
√
a

•

Fig. 6.1 F.x/ D x3 � a

In consequence, we have L D 6a for the Newton-Kantorovich theorem and
$.tI kx0k; t0/ D $.tI kx0k; 0/ D Q!.t C kx0k/ D 6.t C jx0j/ for Theorem 6.4.5.

When analyzing the domain of starting points for Newton’s method from the
Newton-Kantorovich theorem and Theorem 6.4.5, we will only pay attention to the
interval .0; 3

p
a/, since Newton’s method always converges if we choose x0 in the

interval . 3
p
a; a/, since F is increasing and convex in . 3

p
a; a/, see Fig. 6.1.

For the Newton-Kantorovich theorem, we need that Lˇ� � 1
2
, which is

equivalent to 3x40 C 4ax30 � 4a2 � d.x0/ � 0, since x0 2 .0; 3
p
a/. In addition,

x0 2 .r�; 3
p
a/, where r� is such that d.r�/ D 0. For Theorem 6.4.5, we need that

0 � g.˛/ D .5� 4
p
2/jx0j3 C jx30 � aj;

where g.t/ D .t C jx0j/3 � 6jx0j2t � jx0j3 C jx30 � aj and ˛ D .
p
2 � 1/jx0j,

which is equivalent to 4.1 � p
2/x30 C a � 0, since x0 2 .0; 3

p
a/. Consequently,

x0 � 3

q
a

4.
p
2�1/ .

If we consider the particular case aD2011, we obtain x0 2 .12:6026 : : : ; 3
p
2011/

for the Newton-Kantorovich theorem and x0 2 .10:6670 : : : ;
3
p
2011/ for Theo-

rem 6.4.5. Therefore, we improve the domain of starting points by Theorem 6.4.5
with respect to the Newton-Kantorovich theorem.

Taking then, for example, x0 D 12:61, we obtain s� D 0:01520 : : : and s�� D
0:06387 : : : for the Newton-Kantorovich theorem, so that the domains of existence
and uniqueness of solution are respectively

fz 2 .0; 2011/I jz�x0j � 0:01520 : : :g and fz 2 .0; 2011/I jz�x0j<0:06387 : : :g:

For Theorems 6.4.5 and 6.4.6, we have that t� D 0:01229 : : : and t�� D 9:96796 : : :

are the roots of the equation g.t/ D 0, so that the domains of existence and
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Table 6.2 Absolute error and a priori error bounds for x� D 3
p
2011

n jx� � xnj jt� � tnj js� � snj
0 1:2266 : : : � 10�2 1:2290 : : : � 10�2 1:52011 : : : � 10�2

1 1:1936 : : : � 10�5 1:1983 : : : � 10�5 2:92236 : : : � 10�3

2 1:1290 : : : � 10�11 1:1421 : : : � 10�11 1:56661 : : : � 10�4

uniqueness of solution are respectively

fz 2 .0; 2011/I jz�x0j � 0:01229 : : :g and fz 2 .0; 2011/I jz�x0j<9:96796 : : :g:

Therefore the domains of existence and uniqueness of solution that we have obtained
from Theorems 6.4.5 and 6.4.6 are better than those obtained from the Newton-
Kantorovich theorem.

Finally, we also obtain better error bounds from majorizing sequences; see
Table 6.2, where fsng denotes the majorizing sequence obtained from the Kan-
torovich polynomial given in (6.3) with s0 D 0 and ftng denotes the majorizing
sequence obtained from (6.24) with the function g defined in (6.23) and t0 D 0.

6.4.4 A Priori Error Estimates

Next, we give some a priori error estimates without having to calculate previously
the majorizing sequence ftng. For this, we use Ostrowski’s technique above-
mentioned.

If g has two real positive zeros t� and t�� such that t� � t��, we can then write

g.t/ D .t� � t/.t�� � t/`.t/

with `.t�/ ¤ 0 and `.t��/ ¤ 0. Next, we give a result which provides some a priori
error estimates for Newton’s method, whose proof is exactly the same as that of
Theorem 6.3.6. Remember that we have written above how the function $ should
be for g to have two real positive roots.

Theorem 6.4.7 Suppose that the function g defined in (6.23) has two real positive
roots t� and t�� such that t0 < t� � t��.

(a) If t� < t��, then

.t�� � t�/	2
n

m1 � 	2
n � t� � tn � .t�� � t�/�2n

M1 ��2n
; n � 0;

where 	 D t�

t��
m1, � D t�

t��
M1, m1 D minfQ1.t/I t 2 Œt0; t��g, M1 D maxfQ1.t/I t 2

Œt0; t��g, Q1.t/ D .t��
�t/`0.t/�`.t/

.t��t/`0.t/�`.t/ and provided that 	 < 1 and � < 1.
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(b) If t� D t��, then

mn
2t

� � t� � tn � Mn
2 t

�;

where m2 D minfQ2.t/I t 2 Œt0; t��g, M2 D maxfQ2.t/I t 2 Œt0; t��g, Q2.t/ D
.t��t/`0.t/�`.t/
.t��t/`0.t/�2`.t/ and provided that m2 < 1 and M2 < 1.

From the last theorem, it follows that the convergence of Newton’s method, under
conditions (A1)–(6.19), is quadratic if t� < t�� and linear if t� D t��.

Remark 6.4.1 Note that real function (6.23), from which the majorizing sequences
is defined, also has the property of the translation of the Kantorovich polynomial
given in (6.3), see Remark 6.2.1, so it is independent of the value of t0. For this
reason, we can choose t0 D 0, which simplifies considerably the expressions used
and, as a consequence, the last results are independent of the value t0.
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Chapter 7
Complexity of an Homotopy Method
at the Neighbourhood of a Zero

J.-C. Yakoubsohn, J.M. Gutiérrez, and Á.A. Magreñán

Abstract This paper deals with the enlargement of the region of convergence of
Newton’s method for solving nonlinear equations defined in Banach spaces. We
have used an homotopy method to obtain approximate zeros of the considered
function. The novelty in our approach is the establishment of new convergence
results based on a Lipschitz condition with a L-average for the involved operator.
In particular, semilocal convergence results (Kantorovich-type results), as well as
local convergence results (� -theory) are obtained.

7.1 Introduction

This paper is concerned with enlarging the region of convergence of the Newton’s
method using an homotopy method. Let us consider a mapping f defined from an
open set ˝ of a Banach space X with values in a Banach space Y. We will suppose
that f 2 C1.˝;Y/, i.e., the (Fréchet) derivative f 0.x/ 2 L.X;Y/ for all x 2 ˝ . From
x 2 ˝ be such that f 0.x/ is one-to-one and onto we define the Newton operator

Nf .x/ D x � f 0.x/�1f .x/: (7.1)

We also note

xkC1 D Nf .xk/; k � 0; (7.2)
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the Newton sequence when it is well defined. We are interested with the problem of
approximating a regular solution w of the non-linear equation

f .x/ D 0 (7.3)

using an homotopy in the form

h.x; t/ D f .x/ � tf .x0/; (7.4)

where x0 2 ˝ is a given point and t 2 Œ0; 1�. This is a geometric point of view
of finding a solution of the non-linear equation (7.3). In fact, let us consider the
segment line S D ftf .x0/ W t 2 Œ0; 1�g and the set f�1.S/. Under the assumption
that f 0.x0/ is one-to-one and onto then the implicit function theorem applies in a
neighbourhood of x0 and there exists a curve x.t/ solution of f .x.t// D tf .x0/ defined
on Œ1 � ı; 1� for some ı > 0. This curve is solution of the initial value problem

Px.t/ D �Df .x.t//�1f .x0/; x.1/ D x0: (7.5)

In general, this initial value problem has not solution on Œ0; 1�. In the case where it
is possible, the goal is to follow numerically the curve x.t/, that is implicitly defined
by h.x.t/; t/ D 0 thanks to the Newton operator associated to h.:; t/. More precisely
the homotopy method associated to (7.4) consists in the definition of a sequence,
called homotopy sequence, t0 D 1 > t1 > � � � > tk > � � � > 0 such that

xkC1 D Nh.:;tkC1/.xk/; k � 0; (7.6)

is an approximate zero of x.tkC1/ where h.x.tkC1/; tkC1/ D 0. The notion of
approximate zero that we use is the following

Definition 1 A f -regular ball is an open ball in which all the points x are regular,
i.e, f 0.x/ is one-to-one and onto.

A point x0 is a regular approximate zero of f if there exists a f -regular ball
containing a zero w of f and a sequence .xk/k�0 that converges to w.

In the sequel we will say approximate zero for regular approximate zero.
If the sequence .xk/k�0 is the Newton sequence (7.2) (respectively homotopy
sequence (7.6)) we call x0 Newton approximate zero (respectively homotopy
approximate zero).

We now describe the framework and the background material on which we state
the results. We follow the approach taken by Wang Xinghua in several papers [27]
and [28] where a Lipschitz condition with a L-average is introduced. We give a
slightly different formulation of this notion.

Definition 2 Let us consider L.s/ a positive non decreasing real function define on
Œ0; �Œ where � > 0. Let z 2 ˝ be given such that f 0.z/ is continuous, one-to-one
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and onto. We say that the function f 0.z/�1f 0 is L-center Lipschitz in z if there exists
a quantity

�. f ; z/ (7.7)

such that for all x; y 2 ˝ that satisfy �. f ; z/.jjx�zjjCtjjx�yjj/ � � for all t 2 Œ0; 1�,
one has

jj f 0.z/�1. f 0..1 � t/x C ty/� f 0.x//jj �
Z �. f ;z/.jjx�zjjCtjjy�xjj/

�. f ;z/jjx�zjj
L.s/ds: (7.8)

The quantity �. f ; z/ introduced in (7.7) plays a key role in the development of our
theory. For instance, the general case is described with L.s/ D 1 and the analytic

case by L.s/ D 2

.1 � s/3
. To explain the motivation of this paper we need to state

two results. The first one gives a point estimate of the radius of the ball around a
point where the derivative of f is one-to-one and onto.

Lemma 1 Let z 2 ˝ be such that f 0.z/ is one-to-one and onto. Let � such that

Z �

0

L.s/ds D 1: (7.9)

1. Then for all x 2 B.z; �=�. f ; z// the derivative f 0.z/ is one-to-one and onto.
Moreover

jj f 0.x/�1f 0.z/jj � 1

1 � R �. f ;z/jjx�zjj
0 L.s/ds:

(7.10)

We call � -ball of z the ball B.z; �=�. f ; z//.
2. For all x 2 B.z; �=�. f ; z/ the quantity �. f ; x/ satisfies the inequality

Z �. f ;x/jjx�zjj

0

L.s/ds �
R �. f ;z/jjx�zjj
0

L.s/ds

1 � R �. f ;z/jjx�zjj
0 L.s/ds

: (7.11)

According to the previous lemma we will suppose that there exists a non decreasing
positive function ' defined on Œ0; �Œ such that '.0/ D 1 for all x lying in the � -ball
of z one has:

�. f ; x/ � '.�. f ; z/jjx � zjj/ �. f ; z/: (7.12)

The reason for that will be explained at Sect. 7.3. We also call ˛. f ; z/ the quantity

˛. f ; z/ D �. f ; z/ˇ. f ; z/; with ˇ. f ; z/ D jj f 0.z/�1f .z/jj (7.13)
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and �. f ; z/ defined in (7.7). The next result that motivates this paper is a theorem of
existence of a zero of f obtained by the homotopy approach via the initial value
problem (7.5). The conditions of existence are identical to those stated by the
Newton-Kantorovich theorem, see Sect. 7.2. The following result generalizes the
one given by Meyer in [14].

Theorem 1 Let x0 2 ˝ such that f 0.x0/f be L-center Lipschitz in x0. Let us suppose
˛. f ; x0/ � R �

0
L.s/sds and B.x0; �/ � ˝ where ˛. f ; x0/ is defined in (7.13) and

� in (7.9). Then the solution of the initial value problem (7.5) exists in the ball
B.x0; �1=�. f ; x0// for all t 2 Œ0; 1� where �1 is defined at Theorem 3. Consequently
x.0/ is a zero of f .

A proof of this result appears in Sect. 7.4. We remark that theorem 1 does not
apply for the points of the � -ball of x0 for which ˛. f ; x0/ >

R �
0
L.s/sds. This fact

motivates the study of the following problem. Let us suppose the solution of the
initial value problem (7.5) is in the � -ball of x0: what about the number k of steps
to get an approximate zero xk of f D h.:; 0/? This number of steps describes the
complexity of this homotopy method of finding an approximate zero of (7.3). In this
paper we address this problem of complexity for an homotopy approximate zero.
We now can explain and state the main result of this paper.

Theorem 2 Let z 2 ˝ be such that f 0.z/ is one-to-one and onto. We consider x0
lying in the � -ball of z. We note v0 D �. f ; z/jjx0 � zjj and 0 � v < � . Let � be
defined as in (7.9) and �L be such that

q.�L/ D 1 (7.14)

where

q.u/ D
R u
0 L.s/sds

u.1� R u
0 L.s/ds/

: (7.15)

Let c � 1 and ga.t/ D a � t C R t
0 L.s/.t � s/ds where a satisfies

a � min

 
�L=c �

Z �L=c

0

L.s/.�L=c � s/ds;
Z �

0

L.s/sds

!
; (7.16)

in order that the first real positive root of ga.u/ is less than or equal to �L=c. Let us
denote

A D '.v/.˛. f ; z/C R v0
0

L.s/.v0 � s/ds C v0/

.1 � R �L=c
0 L.s/ds/.1 � R v

0 L.s/ds/

B D
R �L=c
0

L.s/.�L=c � s/ds C �L=c

1 � R �L=c
0

L.s/ds
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where ' is the function defined in (7.12) and assume that c satisfies

Z �

0

L.s/sds � B > 0: (7.17)

Let x0 be such that the curve x.t/ solution of the initial problem (7.5) is contained in
the � -ball of z. Let us consider an homotopy time sequence .tk/k�0 such that

t0 D 1; tk > 0; tk�1 � tk > tk � tkC1 > 0; k � 0 and lim
k!0

tk D 0 (7.18)

with

1 � t1 D 1 � R v
0 L.s/ds

'.v/.˛. f ; z/C R v0
0 L.s/.v0 � s/ds C v0/

a:

Let wk, k � 0, be such that f .wk/ D tk f .x0/. Then we have:

1. Each wk is a Newton approximate zero of wkC1. Moreover

�. f ; z/'.v/jjwkC1 � wkjj � a; k � 0: (7.19)

2. Each xk of the Newton sequence (7.6) is a Newton approximate zero of wk, k � 0.
Moreover

�. f ; z/'.v/jjx � wkjj � �L=c; k � 0: (7.20)

3. Let N D
R �
0
L.s/sds � B

A
. The number k of homotopy steps in order that xk is a

Newton approximate zero of w is greater or equal to

�
1 � N

1 � t1

�
if tk WD max.0; 1� k.1 � t1//, k � 0.

�
logN

log t1

�
if tk WD tk1, k � 0.

�
log2

�
logN

log t1
C 1

��
if tk D t2

k�1
1 , k � 0.

In Sect. 7.2 we give the historical context of our study with some remarks to
highlight Theorem 2. As it is impossible to do a complete review, our goal is to
describe the main advances. Section 7.3 contains the ˛-theorems and � -theorems
in the case of L-Lipschitz functions. Sections 7.4 and 7.5 are devoted to proof
respectively Theorems 1 and 2. Finally, in Sect. 7.6 we formulate Theorem 2 when
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L.s/ D 1 and L.s/ D 2

.1 � s/3
which respectively correspond to the classical

case studied by Kantorovich and to the alpha-theory initialized by Smale for the
analytical case.

7.2 Survey and Remarks

In the literature there are two kind of results that give criteria to get a Newton
approximate zero. The first ones show the existence of a root with quadratic
convergence of the Newton sequence from a starting point: we call them ˛-
theorems. The second ones exhibit a ball around a root with quadratic convergence
for the Newton sequence initialized from any point of this ball: we call them � -
theorems. We adopt the denomination given by Shub and Smale for polynomial
systems. The � -theorems suppose the existence of a root and they were the first
to be discovered. Ypma presented in [30] the early history of the Newton method
and analyze the known fact that Newton is not the only precursor. Raphson’s
name is often coupled with Newton’s name. In fact the name of Newton-Raphson
method has became very popular for numerically solving nonlinear scalar equations.
Nevertheless, as the same Ypma suggests, the name of the mathematician Thomas
Simpson should be included in the method because of his contributions. No it vain
he established the method as known nowadays, except for rhetorical aspects. The
doubling of significant digits is the main reason as observed by Newton and Raphson
but curiously they gave no theoretical justification for this property. Lagrange shows
in his treatise [13] on solving equations that these two methods are identical but
presented in different points of view. This is the time of Lagrange that a French
mathematician and astronomer, Jean-Raymond Mourraille, describes the geometric
aspect of the method (tangent method) in [16], see also [5]: he sees the importance
of initial conditions and he observes the local character of convergence to a root.
The issue of quadratic convergence was understood after the works of Fourier [10]
and Cauchy [4]. For instance Cauchy states the � -ball B.w; r/ is contained in the
real (respectively complex) set

8
<
:x0 W j f .x0/j �

min
jx�x0j�r

j f 0.x/j
p max

jx�x0j<r
jj f 00.x/j

9
=
;

with p D 2 in the real case and p D 4 in the complex case. All these works
are related to the real roots of functions of one variable. The problem of the
approximation of complex roots was extended by Cauchy who established the basis
of the studies on the dynamics of complex variable functions. A century later, Milnor
retraces in [15] the steps of the development of dynamics systems in the twentieth
century since the precursors Fatou and Julia. But this, is other story. To return to
Newton’s method itself, Simpson in [21] generalize the method to solve a system
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of two equations with two unknowns. In 1891, Weierstrass generalizes in [26]
Newton’s method for the simultaneous calculation of all the roots of a polynomial
to a system obtained via the symmetric functions of the roots given by Cardano’s
formulas. He uses a linear homotopy method to prove the fundamental theorem of
algebra. Runge in [19], independently of Weierstrass, locally approximates the roots
of a polynomial using Newton’s method on the same system of symmetric functions.
The first proof of the existence of a root of system with a finite number of equations
thanks Newton method is given par Fine in 1916, see [9]. The result stated by Fine
asserts the existence of a regular root with quadratic convergence of the Newton
sequence under the condition

jj f .x0/jj � 1

n7=2
2�
(7.21)

where 
 (respectively �) is the maximum value of jjDf .x/jj (respectively jjD2f .x/jj)
on the ball B.x0; jjDf .x0/�1f .x0/jj/. This paper was ignored a long time after the
Kantorovich work, see the state of the art by Ostrowski in 1966 in [18] where
this result is unknown and also the interesting discussion by Ortega and Rheinboldt
in [17].

But the analysis of Kantorovich was decisive in the modern period since the
framework was extended to Banach spaces. In fact, the importance of Kantorovich’s
theory is based on the statement of a classical problem in Numerical Analysis
in terms of Functional Analysis. The condition for the existence of a root is
governed by the study of a real or complex sequence that “dominates” the initial
Newton sequence. This majorant principle introduced by Kantorovich has been
very successful and the number of papers on this subject is huge. The surveys of
Yamamoto [29] and Galántai [11] give a good historical development of the main
results obtained since the time of Kantorovich. Roughly speaking all these results
suppose the existence of the derivative’s bound over the domain ˝ . In our context,
the quantity �. f ; x0/ introduced in (7.7) represents this bound. In the eighties and
nineties years, the polynomial and analytic case has been considered by Smale
in [22, 23] and Shub and Smale in [20]. The new fact is that for analytic maps
the ˛-theorems (respectively � -theorems) only use information at the initial point
(respectively at the root). Under analyticity assumption, the quantity �. f ; x0/ only
depends of the evaluation of the all derivatives at a point x0. More precisely

�. f ; x0/ D sup
k�2






1

kŠ
f 0.x0/�1f .k/.x0/






1

k�1

: (7.22)

The local behavior of Newton’s method is a severe limitation to approximate a root
if one don’t know a good starting point. In this context the homotopy methods are
been massively used to find zeros of map, see for instance Ficken [8], Meyer [14],
Ortega and Rheinboldt [17], Hirsch and Smale [12], Allgower and Georg [1], Chow
et al. [6], Wacker [25] and the references within. More recently in the last decade,
a special attention was paid to polynomial systems concerning the Smale’s 17th
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Problem: Can a zero of n complex polynomial equations in n unknowns be found
approximatively, on the average, in polynomial time with a uniform algorithm. We
refer to Beltrán and Pardo [3], Dedieu-Malajovich-Shub [7], Beltrán and Leykin
in [2] and the references within.

7.3 ˛ and � Theorems

We first state a Kantorovich-type result that proves, under a condition called semi-
local at a point x0 the existence of a regular zero of f and gives also the behaviour
of the Newton sequence. The power of this theory is to show that the behaviour
of a Newton sequence defined in a Banach space is dominated by a real Newton
sequence associated at a certain function of one variable. This function is universal
in the sense that it depends only on the function f 0.x0/�1f and of a neighbourhood
around x0. We reformulate the result given by Wang Xinghua in [27] with a more
precise estimate for the convergence of the Newton sequence.

Theorem 3 Let x0 2 ˝ such that f 0.x0/�1f be L-center Lipschitz in x0. We
introduce the real function

g˛. f ;x0/.u/ WD g.u/ D ˛. f ; x0/� u C
Z u

0

L.s/.u � s/ds;

where ˛. f ; x0/ is defined in (7.13). Let us suppose ˛. f ; x0/ � R �
0
L.s/sds where �

satisfies (7.9). Then

1. The function g.u/ is strictly convex and has two distinct real roots �1 and �2 and

g.u/ D .u � �1/.u � �2/l.u/

where l.u/ D R 1
0

R 1
0
tL..1 � t/�1 C t.1s/�2 C tsu/dsdt. Moreover the Newton

sequence s0 D 0; skC1 D Ng.sk/; k � 0, converges to �1.
2. There exists a unique zero w of f in the ball B.x0; �=�. f ; x0//.
3. The Newton sequence xkC1 D Nf .xk/; k � 0, is well defined and converges to w

in the closed ball NB.x0; u1=�/. It is dominated by the sequence .sk/k�0, i.e,

jjxk � wjj � jjsk � �1jj; k � 0:

4. Moreover if g.u/ � ˛. f ; x0/

�1�2
then

jjxk � wjj � 1

�. f ; x0/2k

�
�1

�m

�2k�1
�1; k � 0: (7.23)

The proof of this ˛-theorem is given in Appendix 1.
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Traub and Woźniakowski give in [24] the optimal radius of the open ball around
a regular root of f in which the Newton sequence initialized from each point of this
ball converges quadratically. We remember this � -theorem stated by Wang Xinghua
in [28].

Theorem 4 Let us suppose that w is a regular zero of f and that f 0.w/�1f .x/ is
Lipschitz for all x 2 B.w; �=�. f ;w/ where � satisfies (7.9). Let �L defined in (7.15).
Then for all x 2 B.w; �L=�. f ;w/ the Newton sequence x0 D x, xkC1 D Nf .xk/,
k � 0, converges to w. Moreover

jjxk � wjj � q.u/2
k�1jjx0 � wjj

where u D �. f ;w/jjx0 � wjj < �L and q.u/ is defined in (7.14).

The proof is given in Appendix 2.

7.4 Homotopy and Existence of a Zero

We prove Theorem 1. To do that we use the following result:

Theorem 5 (Lemma 1.1 in [14]) Assume that an homotopy map F.x; t/ is contin-
uous on ˝ � Œ0; 1�. Suppose further that there exists a positive continuous function
H.u; t/ such that jjF.x; t/jj � H.jjx � x0jj; t/ for all .x; t/ 2 ˝ � Œ0; 1�. Let the
maximum solution u.t/ of the initial value problem

Pu.t/ D H.u; t/; u.0/ D 0 (7.24)

be bounded and such that B.x0; u.1// � ˝ . Then there exists a solution x.t/ of

Px.t/ D F.x; t/; x.0/ D x0 (7.25)

which remains in B.x0; u.1// for t 2 Œ0; 1�.
Proof of Theorem 1 Let us consider F.x; t/ D ��. f ; x0/f 0.x/�1f .x0/. From
Lemma 1 we have

�. f ; x0/jj f 0.x/�1f .x0/jj � ˛. f ; x0/

1 � R �. f ;x0/jjx�x0jj
0

L.s/ds
:
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We considerH.u; t/ D ˛. f ; x0/

1 � R �. f ;x0/jjx�x0jj
0

L.s/ds
. In this case we remark the solution

of (7.24) becomes

�Pug0.u/ D ˛. f ; x0/; u.0/ D 0;

with g.u/ D ˛. f ; x0/ � u C R u
0
L.s/.u � s/ds. Integrating this previous initial value

problem between 0 and t 2 Œ0; 1� we obtain �g.u.t//C g.u.0/ D ˛. f ; x0/t, i.e.

˛. f ; x0/t � u.t/C
Z u.t/

0

L.s/.u.t/ � s/ds D 0: (7.26)

The condition ˛. f ; x0/ � R �
0
L.s/sds where � is defined in (7.9) ensures the

existence of a solution u.t/ of (7.26). On the other hand u.1/ D �1 where �1 is
defined in Theorem 3. From the assumption the ball B.x0; �1/ is contained in ˝ .
The assumptions of Theorem 5 are satisfied. Hence the solution x.t/ of the initial
value problem (7.5) remains in the ball B.x0; �1=�. f ; x0//. ut

7.5 Proof of Theorem 2

All the proofs are based on the mean value theorem with integral remainder, see [31]
for instance.

Lemma 2 Let f 2 C1.˝;Y/. Then for any closed segmentŒy; x� 2 ˝ one has

f .y/ D f .x/C
Z 1

0

f 0..1� t/x C ty/.y � x/dt: (7.27)

We first state a lemma concerning the properties of the integral remainder.

Lemma 3 Let u < � .

1. The function t ! 1

ti

Z t

0

skL.s/ds is non decreasing when k � i � 1. In particular
we are interested by the cases .i; k/ D .1; 0/, .i; k/ D .2; 1/ and .i; k/ D .1; 1/.

2. The function q.t/ defined on Œ0; �Œ by q.0/ D 0 and q.t/ D
R t
0
L.s/sds

t.1 � R t
0 L.s/ds/

if

t ¤ 0 is continuous and strictly increasing.

3.
Z 1

0

Z u

tu
L.s/uds dt D

Z u

0

sL.s/ds.

4.
Z 1

0

Z tu

0

L.s/uds dt D
Z u

0

L.s/.u � s/ds.
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Proof The first part follows from straightforward calculation of the derivative. In
fact since L is a non decreasing function and k � i � 1, we successively have:

�
1

ti

Z t

0

skL.s/ds

�0
D � i

tiC1

Z t

0

skL.s/ds C tk�iL.t/

� L.t/

�
�it�i�1

Z t

0

skds C tk�i

�

� L.t/tk�i

�
� i

k C 1
C 1

�
� 0:

The second part follows from the estimates tL.0/=2 � q.t/ � L.t/=2 and from
the first part. The third and fourth parts are proved by integration by parts using
F.t/ D R a

ta L.s/ and G0.t/ D 1. So the proof is finished. ut
Let wk as defined in Theorem 2. The following lemma bound the quantity ˛. f ; x/

of a point x closed to a wk in the � -ball of z thanks quantities involved a given point
x0 of this � -ball and wk.

Lemma 4 Let x0 in the � -ball of z. Let v < � , uk WD �. f ; z/jjx � wkjj < �L='.v/,
�. f ; z/jjz � wkjj � v. For all x 2 B.wk; �L='.v// we have:

˛. f ; x/ � '.v/.˛. f ; z/C R v0
0

L.s/.v0 � s/ds C v0/

.1 � R v
0
L.s/ds/.1 � R uk'.v/

0
L.s/ds/

tk

C
R uk'.v/
0 L.s/.uk'.v/ � s/ds C uk'.v/

1 � R uk'.v/
0

L.s/ds
; (7.28)

where v0 D �. f ; z/jjx0 � zjj.
Proof We know that ˛. f ; x/ D �. f ; x/jj f 0.x/�1f .x/jj � �. f ; z/'.v/jj f 0.x/�1f .x/jj.
Let us bound jj f 0.x/�1f .x/jj.

jj f 0.x/�1f .x/jj � jj f 0.x/�1f 0.wk/jj jj f 0.wk/
�1f .x/jj:

Since �L < � , we first know that for all x 2 B.wk; �L=�. f ;wk// one has from
Lemma 1:

jj f 0.x/�1f 0.wk/jj � 1

1 � R �. f ;wk/jjx�wk jj
0

L.s/ds
� 1

1 � R uk'.v/
0

L.s/ds
: (7.29)

Moreover

f 0.wk/
�1f .x/ D f 0.wk/

�1. f .wk/C
Z 1

0

. f 0..1�t/wkCtx/�f 0.wk///.x�wk/dt/C.x�wk/:
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Hence using �. f ;wk/jjx � wkjj � uk'.v/ and the inequality (7.8) we get

jj f 0.wk/
�1f .x/jj � jj f 0.wk/

�1f .wk/jj C
Z 1

0

Z t�. f ;wk/jjx�wk jj

0

L.s/dsdtjjx � wkjj C jjx � wkjj

� jj f 0.wk/
�1f .wk/jj C 1

�. f ; z/'.v/

Z 1

0

Z tuk'.v/

0

L.s/dsdtuk'.v/C jjx�wkjj:

Since
Z 1

0

Z tu

0

L.s/dsdtu D
Z u

0

L.t/.u � t/dt and �. f ; x/ � �. f ; z/'.v/ it follows

�. f ; x/jj f 0.wk/
�1f .x/jj � �. f ; z/'.v/jj f 0.wk/

�1f .wk/jj
C R uk'.v/

0 L.s/.uk'.v/� s/ds C uk'.v/: (7.30)

We now look for a bound of jj f 0.wk/
�1f .wk/jj.

�. f ; z/jj f 0.wk/
�1f .wk/jj D �. f ; z/jj f 0.wk/

�1f .x0/jjtk
� �. f ; z/ jj f 0.wk/

�1f 0.z/jj jj f 0.z/�1f .x0/jjtk

� �. f ; z/jj f 0.z/�1f .z/jj C R v0
0 L.s/.v0 � s/ds C v0

1 � R v
0 L.s/ds

tk (7.31)

Combining the point estimates (7.29)–(7.31) we finally get

˛. f ; x/ � '.v/.˛. f ; z/C R v0
0

L.s/.v0 � s/ds C v0/

.1 � R v
0
L.s/ds/.1 � R uk'.v/

0
L.s/ds/

tk

C
R uk'.v/
0 L.s/.uk'.v/� s/ds C uk'.v/

1 � R uk'.v/
0

L.s/ds
:

So the proof is finished. ut
Lemma 5 Let us consider c > 1. Let � be defined by (7.9) and �L as in (7.15). We
denote for k be given uk D �. f ; z/jjx � wkjj and v < � . Let us suppose that the
curve defined by h.x.t/; t/ D 0 and x.0/ D w0 is contained in the � -ball of z. Let us

suppose that uk'.v/ � �L

c
and

�. f ; z/'.v/jjwk � wkC1jj � �L

c
�

R �L=c
0 L.s/sds

1� R �L=c
0

L.s/ds
: (7.32)

Then y D Nh.:;tk/.x/ is a Newton approximate zero of wkC1. Moreover one has

�. f ; z/'.v/jjy � wkC1jj � �L

c
.
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Proof From Lemma 3 the function q.t/ is strictly increasing. Since c > 1 and from

the definition of �L in (7.15), we first remark that
�L

c
>

R �L=c
0 L.s/sds

1 � R �L=c
0

L.s/ds
. We first

apply Lemma 10 at the function h.:; tk/ and y D Nh.:;tk/.x/. We obtain

jjy � wkjj �
R �. f ;wk/jjx�wk jj
0

L.s/sds

�. f ;wk/jjx � wkjj.1 � R �. f ;wk/jjx�wk jj
0

L.s/ds/
jjx � wkjj2:

Since the function q.t/ is strictly increasing one has

jjy � wkjj �
R uk'.v/
0 L.s/sds

uk'.v/.1� R uk'.v/
0

L.s/ds/
jjx � wkjj

� 1

�. f ; z/'.v/

R �L=c
0

L.s/sds

1 � R �L=c
0

L.s/ds
:

Since jjy � wkC1jj � jjy � wkjj C jjwk � wkC1jj the conclusion follows easily from
the assumption (7.32). So the proof is finished. ut

Proof of Theorem 2 Let us proof the first part. More precisely let us prove for this
value of t1 that wk is a Newton approximate zero of wkC1. To do that we will prove
that �. f ; z/'.v/jjwkC1�wkjj � a. Let wk and wkC1 be such that f .wk/ D tkf .x0/ and
f .wkC1/ D tkC1f .x0/. Since f 0.wk/

�1. f .wk/ � f .wkC1// D .tk � tkC1/f 0.wk/
�1f .x0/

it follows from (7.31)

�. f ; z/ jj f 0.wk/
�1. f .wk/� f .wkC1//jj D �. f ; z/jj f 0.wk/

�1f .x0/jj.tk � tkC1/

� ˛. f ; z/C R v0
0

L.t/.v0 � t/dt C v0
1 � R v

0
L.s/ds

.tk � tkC1/: (7.33)

On the other hand we have

f 0.wk/
�1. f .wk/� f .wkC1// D wk � wkC1

C R 1
0
f 0.wk/

�1. f 0..1 � t/wkC1 C twk/� f 0.wk//.wk � wkC1/dt:

Hence with ek D �. f ; z/jjwk � wkC1jj we successively have

�. f ; z/jjf 0.wk/
�1. f .wk/� f .wkC1//jj � ek �

Z 1

0

Z t�. f ;wk/jjwkC1�wk jj

0

L.s/ekdsdt

� ek � 1

'.v/

Z 1

0

Z tek'.v/

0

L.s/ek'.v/dsdt:
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From Lemma 3

�. f ; z/jjf 0.wk/
�1. f .wk/� f .wkC1//jj � ek � 1

'.v/

Z ek'.v/

0

L.s/.ek'.v/ � t/dt: (7.34)

We now combine the point estimates (7.34) and (7.33). From the definition of t1 we
obtain:

ek'.v/�
Z ek'.v/

0

L.s/.ek'.v/� t/dt � '.v/.˛. f ; z/C R v0
0 L.t/.v0 � t/dt C v0/

1� R v
0 L.s/ds

.tk � tkC1/

� '.v/.˛. f ; z/C R v0
0 L.t/.v0 � t/dt C v0/

1� R v
0 L.s/ds

.1� t1/ (7.35)

� a:

The previous condition implies ga.ek'.v// � 0. But at this step we cannot deduce
that ek'.v/ is less than the first positive root of ga.t/. To prove that, let us show that
˛.h.tkC1; :/;wk/ � a � R �

0
L.s/sds. In fact we simultaneously have using f .wk/ D

tk f .x0/ and (7.35):

˛.h.tkC1; :/;wk/ D �. f ;wk/jj f 0.w�1
k . f .wk/� tkC1f .x0//jj

D �. f ;wk/jj f 0.w�1
k f .x0/jj.tk � tkC1/

� �. f ; z/'jj f 0.w�1
k f .x0/jj.1� t1/

� a:

From Theorem 3, it follows that the Newton sequence associated to h.tkC1; :/ with
starting point wk converges to wkC1. In fact this Newton sequence is dominated by
the real Newton sequence associated to ga.t/ with starting to 0 which converges
to the first positive root of ga.t/. Since this root is less than �L=c, it follows that
ek'.v/ � �L=c.

For the second part we proceed by induction. The inequality �. f ; z/'.v/jjx�wkjj
holds for k D 0. Now if this inequality holds for k � 0 be given then from the part
one and Lemma 5 it is true at k C 1.

It remains to determine the number of homotopy steps in order that ˛. f ; xk/ �R �
0
L.s/sds. Using the point estimate (7.13), we need to have Atk C B � R �

0
L.s/sds,

i.e, the index k satisfies

tk �
R �
0
L.s/sds � B

A
WD N:

We first remark the three sequences .1 � k.1 � t1//k�0, .tk1/k�0 and .t2
k�1
1 /k�0

evidently satisfy the assumption (7.37). From that, a straightforward computation
gives the number of homotopy steps for the three sequences considered. So the
proof is finished. ut
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7.6 Study of Special Cases

Theorem 6 Let L.s/ D 1 and c > 1 C p
13=3 � 2:202. Let x0 be such that

1=2 < ˛. f ; x0/ < 1. Let us consider the sequence .tk/k�0 with t0 D 1 and

1 � t1 D 2.1� v/2
9c2.˛. f ; z/C v20=2C v0/

:

Let us suppose

t0 D 1; tk > 0; tk�1 � tk > tk � tkC1 > 0; k � 0 and lim
k!0

tk D 0: (7.36)

Let wk, k � 0, be such that f .wk/ D tk f .x0/. We then have:

1. �. f ; z/'.v/jjwkC1 � wkjj � min

�
2

9c2
;
2.3c � 2/

9c2

�
D 2

9c2
< 1=2, k � 0.

2. �. f ; z/'.v/jjx � wkjj � 2

3c
, k � 0.

3. Let N D .1 � v/2.9c2 � 18c � 4/
18c2.˛. f ; z/C v20=2C v0/

. The number k of homotopy steps in order

that ˛. f ; xk/ � 1=2 is greater or equal to

�
1 � N

1 � t1

�
if t1k D 1 � k.1 � t1/.

�
logN

log t1

�
if t2k D tk1.

�
log2

�
logN

log t1
C 1

��
if t3k D t2

k�1
1 .

The graphics in Fig. 7.1 illustrate the third part of Theorem 6 with v0 D 0, c D 5=2

and ˛. f ; z/ D 1.

Theorem 7 Let L.s/ D 2

.1 � s/3
and

c >

 
5 � p

17

4

! p
2C 7=2C

p
20

p
2C 37

2

!
� 1:96:
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Fig. 7.1 Number of steps k with respect to � in Theorem 6 with v0 D 0, ˛. f ; z/ D 1, c D 5=2.
The parameter � is defined in (7.9)

Let x0 be such that 1=2 < ˛. f ; x0/ < 1. Let us consider the sequence .tk/k�0 with
t0 D 1 and

1 � t1 D
�
5 � p

17
� �
6

p
17c C 8 c2 � 5

p
17 � 30 c C 21

�
.1 � v0/

�
2 v2 � 4 v C 1

�2

2c .˛. f ; z/ .1 � v0/C v0/ .1 � v/
�
4 c C p

17 � 5
�2 :

Let us suppose

t0 D 1; tk > 0; tk�1 � tk > tk � tkC1 > 0; k � 0 and lim
k!0

tk D 0: (7.37)

Let wk, k � 0, be such that f .wk/ D tk f .x0/. We then have:

1.

�. f ; z/'.v/jjwkC1 � wkjj �
�
5 � p

17
� �
6

p
17c C 8 c2 � 5

p
17 � 30 c C 21

�

2c
�
4 c C p

17 � 5
�2

< 3 � 2p2; k � 0:

2. �. f ; z/'.v/jjx � wkjj � 5 � p
17

4c
, k � 0.

3. Let

N D

2
4 8

�
3 � 2p

2
� �
8 c2 � 2

�
5 � p

17
� �
2

p
2C 7

�
c

C
�
21� 5

p
17
� �
2

p
2C 5

��
.1 � v0/

�
.1 � v/2 � 1=2

�2

3
5

�
4 c C p

17 � 5
�2
.˛ .1 � v0/C ˛/ .1 � v/
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Fig. 7.2 Number of steps k with respect to v in Theorem 7 with v0 D 0, ˛. f ; z/ D 1 and c D 5=2.
The parameter � is defined in (7.9)

The number k of homotopy steps in order that ˛. f ; xk/ � 1=2 is greater or
equal to

�
1 � N

1 � t1

�
if t1k D 1 � k.1 � t1/.

�
logN

log t1

�
if t2k D tk1.

�
log2

�
logN

log t1
C 1

��
if t3k D t2

k�1
1 .

The graphics in Fig. 7.2 illustrate the third part of Theorem 7 with v0 D 0, c D 5=2

and ˛. f ; z/ D 1.

Acknowledgements This work has been supported by the French project ANR-10-BLAN 0109
and the Spanish project MTM2011-28636-C02-01.

Appendix 1: Proof of ˛-Theorem

Theorem 8 Let us consider x0 2 ˝ and a function G.x/ defined on an open ball
B.x0; r/ � ˝ in Y. Let suppose that there exists a continuous real function g :
Œ0; rŒ! Œ0;C1� such that 0 < jjG.x0/ � x0jj � g.0/. We assume that there exists
r1 < r such that g is non decreasing on the interval Œ0; r1� and that r1 is the unique
fix point of g on Œ0; r1�. We also suppose that

1. Let x 2 B.x0; r1/ such that y D G.x/ 2 B.x0; r/ and G.y/ well defined.
2. There exits two real positive numbers t1 and t2 such that jjG.x/ � xjj � t2 � t1

then one has jjG.y/� G.x/jj � g.t2/� g.t1/.
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Then the sequence xkC1 D G.xk/, k � 0, is well defined and converges to a fix point
w 2 NB.x0; r1/ of G. Moreover

jjxk � wjj � sk � r1; k � 0;

where s0 D 0 and skC1 D g.sk/, k � 0.

Proof It is easy to see that the sequence .sk/k�0 is a non decreasing sequence and
converges to r1. Let us prove that the sequence .xk/k�0 is a Cauchy’s sequence.
Since jjx1� x0jj � s1� s0 D g.0/ � r1, we know that x1 2 NB.x0; r1/. Let us suppose
jjxi � xi�1jj � si � si�1, 1 � i � k. Then

jjxk � x0jj �
kX

iD1
jjxi � xi�1jj �

k�1X
iD0

si � si�1 D sk � r1:

Hence xk 2 NB.x0; r1/ and jjxk � xk�1jj � sk � sk�1. Then xkC1 D G.xk/ is well
defined. Let us prove that xkC1 2 B.x0; r1/. Using the assumption we get:

jjxkC1 � x0jj � jjxkC1 � xkjj C jjxk � x0jj � skC1 � sk C sk D skC1 � r1:

In the same way this proves that the sequence .xk/k�0 is a Cauchy’s sequence. In
fact

jjxp � xqjj �
p�1X
kDq

jjxkC1 � xkjj �
p�1X
kDq

skC1 � sk D sp � sq:

We also have jjxp � x0jj � r1. Hence there exists w 2 NB.x0; r1/ which is the limit of
the sequence .xk/. ut

We show that the convergence of the Newton sequence defined by

xkC1 D Nf .xk/; k � 0

towards a zero of f can be reduced to the study of an universal Newton sequence

s0 D 0; skC1 D Ng.sk/; k � 0

where

g.u/ D ˛. f ; x0/� u C
Z u

0

L.s/.u � s/ds:

To do that, we first study the behaviour of the sequence .sk/k�0.

Lemma 6 Under the assumption of Theorem 3, we let ˛ WD ˛. f ; x0/. The function
g.u/ is strictly convex on the interval Œ0; � Œ. Let us suppose ˛ � R �

0 sL.s/ds. Then
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we have:

1. The function g.u/ has two real roots �1 and �2 and

g.u/ D .u � �1/.u � �2/ l.u/

where l.u/ D R 1
0

R 1
0
tL..1� t/�1 C t.1� s/�2 C tsu/dsdt. Moreover the sequence

s0 D 0, skC1 D Ng.sk/, k � 0, converges to �1.

2. Let us suppose l.u/ � ˛

�1�2
. Then g.u/ � p.u/ WD ˛

�1�2
.u � �1/.u � �2/ on the

interval Œ0; �1�. We then have

�1 � sk � �1 � rk � �m

2k

�
�1

�m

�2k
; (7.38)

where .rk/k�0 is the Newton sequence associated to p.u/ and �m WD �1 C �2

2
.

Proof We have g0.u/ D �1 C R u
0
L.s/ds and g

00

.u/ D L.u/. Since L.u/ > 0 the
function g.u/ is strictly convex. Moreover, since the function L is a non-decreasing
positive function and g0.0/ D �1, there exits a unique � such that g0.�/ D 0.

Hence � satisfies
Z �

0

L.s/ds D 1. The condition ˛ � R �
0
L.s/sds implies g.�/ � 0.

Hence the function g.u/ has two non negative roots �1 WD �1.˛/ 2 Œ0; �� and
�2 WD �2.˛/ 2 Œ�; � Œ.

The function ˛ ! �1.˛/ is strictly increasing on the interval Œ0;
R �
0
L.s/sds�. In

fact, the differentiation of the equation g.�1.˛// D 0 with respect ˛ gives �
0

1.˛/ D
1

1�R �1.˛/0 L.s/ds
. This last quantity is non negative since �1.˛/ < � .

Let us prove g.u/ D .u � �1/.u � �2/l.u/. In fact since g.�1/ D 0 we can write
g.u/ D R 1

0
g0..1 � t/�1 C tu/dt.u � �1/. The condition g.�2/ D 0 implies

Z 1

0

g0..1 � t/�1 C tu/dt D
Z 1

0

t
Z 1

0

g
00

..1 � t/�1 C t..1 � s/�2 C su///dtds.u � �2/

D
Z 1

0

t
Z 1

0

L..1 � t/�1 C t..1 � s/�2 C su///dtds.u � �2/:

Under the condition ˛ � R �
0
sL.s/ds, the strict convexity of g.u/ implies the

convergence of the sequence skC1 D Ng.sk/ to �1.
Let us prove the second part. We evidently have g.u/ � p.u/; under the

assumption l.u/ � ˛

�1�2
. The sequence r0 D 0, rkC1 D Np.rk/ converges to �1

and

�1 � sk � �1 � rk:

From Lemma 7 below the conclusion follows easily. ut
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Lemma 7 Let us consider the polynomial p.u/ as in Lemma 6. The Newton
sequence r0 D 0; rkC1 D Np.rk/, k � 0, converges to �1. Moreover

�1 � rk � �m

2k

�
�1

�m

�2k
; k � 0

with �m WD �1 C �2

2
.

Proof From �2m � �1�2, we first remark p.u/ � ˛
�2m
.�m � u/2. Since

p.u/

p0.u/
D

.u � �1/.u � �2/

2.u � �m/ it follows:

�m � rkC1 D �m � rk C p.rk/

p0.rk/

� �m � rk � .�m � rk/2

2.�m � rk/

� �m � rk
2

:

Next, the inequality �m � rk � �m

2k
holds for k D 0. The previous point estimate

implies that �m � rk � �m

2k
holds for all k � 0.

The inequality of this lemma holds for k D 0. A straightforward computation
gives

�1 � rkC1 D �1 � rk C .rk � �1/.rk � �2/
2.rk � �m/

D .�1 � rk/2

2.�m � rk/

� .�1 � rk/2

�m
2k�1:

If �1 � rk � �m

2k

�
�1

�m

�2k
then

�1 � rkC1 � .�1 � rk/2

�m
2k�1 � �2m

22k

�
�1

�m

�2kC1

2k�1

�m
D �m

2kC1

�
�1

�m

�2kC1

:

So the proof is finished. ut
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Lemma 8 Let us suppose that f 0.x0/ is invertible and f 0.x0/�1f .x/ is Lipschitz in
x0. Let � such that

R �
0
L.s/ds D 1 and r D �

�. f ; x0/
. Then f 0.x/ is invertible in the

ball B.x; r/ with the point estimate

jj f 0.x/�1f 0.x0/jj � 1

1 � R �. f ;x0/jjx�x0jj
0

L.s/ds
D � 1

h0.�. f ; x0/jjx � x0jj/ :

Proof We have jj f 0.x0/�1f 0.x/ � Ijj �
Z �. f ;x0/jjx�x0jj

0

L.s/ds. From the

Von Neumann lemma and the condition
Z �. f ;x0/jjx�x0jj

0

L.s/ds <
Z �

0

L.s/ds D 1,

the conclusion follows easily. ut
Lemma 9 Let us suppose that f 0.x0/ is invertible and f 0.x0/�1f .x/ is Lipschitz in
x0. Let y D Nf .x/ such that �. f ; x0/jjx � x0jj � u1 and �. f ; x0/jjy � xjj � u2 � u1
where u2 D Nh.u1/. Then

�. f ; x0/jj f 0.x0/�1f .y/jj � h.u2/:

Proof We have successively

�. f ; x0/jj f 0.x0/
�1f .y/jj D �. f ; x0/jj f 0.x0/

�1

�
f .x/C

Z 1

0

f 0..1 � t/x C ty/.y � x/dt

�
jj

� �. f ; x0/jj f 0.x0/
�1

�Z 1

0

. f 0..1 � t/x C ty/� f 0.x//.y � x/dt

�
jj

�
Z 1

0

Z �. f ;x0/.jjx�x0jjCtjjy�xjj/

�. f ;x0/jjx�x0jj

L.s/dsdt�. f ; x0/jjy � xjj

�
Z 1

0

Z �. f ;x0/tjjy�xjj

0

L.s C �. f ; x0/jjx � x0jj/dsdt�. f ; x0/jjy � xjj:

Since the function L.t/ is non decreasing and �. f ; x0/jjx�x0jj � u1 and �. f ; x0/jjy�
xjj � u2 � u1 it follows

�. f ; x0/jj f 0.x0/�1f .y/jj �
Z 1

0

Z t.u2�u1/

0

L.s C u1/dsdt.u2 � u1/

D
Z 1

0

Z u1Ct.u2�u1/

u1

L.s/dsdt.u2 � u1/:
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Using now that h.u1/ D �h0.u1/.u2 � u1/ we obtain

�. f ; x0/jj f 0.x0/�1f .y/jj �
Z 1

0

Z u1Ct.u2�u1/

t1

L.s/ds.u2 � u1/dt

�
Z 1

0

�
h0..1 � t/u1 C tu2/ � h0.u1/

�
.u2 � u1/dt

� h.u1/C
Z 1

0

h0..1 � t/u1 C tu2/.u2 � u1/dt

� h.u2/:

ut
Proof of Theorem 3 Lemmas 8 and 9 show that the Newton operator verifies the
assumptions of Theorem 8. In fact we have first �. f ; x0/jjNf .x0/ � x0jj D ˛. f ; x0/.
Moreover if z D Nf .y/, y D Nf .x/ and �. f ; x0/jjy� xjj � u2 � u1 with u2 D Nf .u1/.
Then combining Lemmas 8 and 9 it follows

�. f ; x0/jjz � yjj D �. f ; x0/jj f 0.y/�1f .y/jj
� �. f ; x0/jj f 0.y/�1f 0.x0/jj jj f 0.x0/�1f .y/jj

� � h.u2/

h0.u2/

� Nf .u2/� Nf .u1/:

This proves Theorem 3.

Appendix 2: Proof of �-Theorem

To prove this theorem we first state:

Lemma 10 Let x 2 B.w; �L=�. f ;w// where �L is defined as in Theorem 4. If y D
Nf .x/ then

jjy � wjj �
R u
0
L.s/sds

u.1 � R u
0
L.s/ds/

jjx � wjj

where u D �. f ;w/jjx � wjj.
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Proof We have

y � w D x � w � f 0.x/�1f .x/

D f 0.x/�1f 0.w/f 0.w/�1. f 0.x/.x � w/� f .w/�
Z 1

0

f 0..1 � t/w C tx/.x � w/dt/

D f 0.x/�1f 0.w/f 0.w/�1.
Z 1

0

. f 0.x/ � f 0..1 � t/w C tx//.x � w/dt/:

Hence

jjy � wjj � jj f 0.x/�1f 0.w/jj jjf 0.w/�1.
Z 1

0

. f 0.x/� f 0..1 � t/w C tx//.x � w/dt/jj

� 1

1 � R u
0
L.s/ds

Z 1

0

Z u

tu
L.s/dsjjx � wjjdt:

From Lemma 3

Z 1

0

Z u

tu
L.s/dsdt u D

Z u

0

L.s/sds:

We finally get

�. f ;w/jjy � wjj �
R u
0
L.s/sds

1 � R u
0
L.s/ds

D q.u/u:

So the proof is finished. ut
Proof of Theorem 4 We proceed by induction. It is true for k D 0. From Lemma 10
we have with uk D �. f ;w/jjxk � wjj:

jjxkC1 � wjj � q.uk/

uk
�. f ;w/jjxk � wjj2:

From Lemma 3 the function t ! q.t/=t is non decreasing.
Then under the condition jjxk � wjj � .q.u//2

k�1jjx0 � wjj we have q.uk/=uk �
q.u/=u. We then obtain:

jjxkC1 � wjj � q.u/

u
�. f ;w/.q.u//2

kC1�2jjx0 � wjj2

� .q.u//2
kC1�1jjx0 � wjj:

The quantity q.u/ is less than 1 since jjx0�wjj � rw and the sequence .xk/ converges
to w. So the proof is finished. ut
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Appendix 3: Separation Theorem

We now prove a separation theorem.

Theorem 9 Let w be such that f .w/ D 0 and f 0.w/�1 exists. Then for all zero z 2 U
of f and z ¤ w we have

jjz � wjj � �L=�. f ;w/:

Proof Since f .w/ D f .z/ D 0 one has
R 1
0
f 0..1� t/w C tz/.z�w/dt D 0. Hence for

0 D jj f 0.w/�1f 0.w/.z � w/ �
Z 1

0

f 0.w/�1. f 0.w/ � f 0..1 � t/w C tz//.z � w/dtjj

� jjz � wjj �
Z 1

0

Z jjz�wjj

tjjz�wjj
L.s/dsjjz � wjjdt

� jjz � wjj �
Z jjz�wjj

0

L.s/sds:

Hence 1
jjz�wjj

R jjz�wjj
0

L.s/sds � 1. From the definition of rw and that the function

t ! 1

t

Z t

0

L.s/sds is non decreasing, we conclude to jjz � wjj � rw.
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Chapter 8
A Qualitative Analysis of a Family
of Newton-Like Iterative Process with R-Order
of Convergence At Least Three

M.A. Hernández-Verón and N. Romero

Abstract This work is focused on the study of iterative processes with R-order at
least three in Banach spaces. We begin analyzing the semilocal convergence of a
family of Newton-like iterative process. The most known iterative processes with
R-order of convergence at least three are included in this family. In the study of
iterative processes, there are two important points to bear in mind: the accessibility,
which is analyzed by the convergence conditions required by the iterative process
and the efficiency, which depends on the order of convergence and the operational
cost in each step. These concepts are analyzed for the family of Newton-like iterative
process. We obtain significant improvements from the study performed. Finally,
considerations about the family of iterative processes are done and some numerical
examples and applications to boundary-value problem are given.

8.1 Introduction

It is well-known that solving equations of the form

F.x/ D 0; (8.1)

where F is a nonlinear operator, F W ˝ � X ! Y, defined on a non-empty
open convex domain ˝ of a Banach space X, with values in a Banach space Y,
is a classical problem that appears in several areas of engineering and science. This
problem can represent a differential equation, a boundary value problem, an integral
equation, etc. Although some equations can be solved analytically, we usually
look for numerical approximations of the solutions, since finding exact solutions
is usually difficult. To approximate a solution of Eq. (8.1) we normally consider
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iterative schemes. An iterative process is defined by an algorithm such that, from
an initial approximation x0, a sequence fxng is constructed satisfying lim xn D x�,
where F.x�/ D 0. In particular, we consider one-point iterative processes in this
form:

xnC1 D G.xn/; for all n � 0; (8.2)

i.e., the new approach, xnC1 which is determined by the iteration function G,
depends only on the previous approximation xn.

There are two fundamental aspects in the study of iterative processes: the
convergence of the generated sequence fxng and their speed of convergence. The
convergence properties depend on the choice of the distance k � k, but for a given
distance, the speed of convergence of a sequence fxng is characterized by the speed
of convergence of the sequence of non-negative numbers kx� � xnk. An important
measure of the speed of convergence is the R-order of convergence [28]. It is known
that a sequence fxng converges to x� with R-order at least � , with � > 1, if there are
constants C 2 .0;1/ and � 2 .0; 1/ such that kx� � xnk � C��

n
, n D 0; 1; : : :. In

this work, we study one-point iterative processes with R-order at least three. These
processes are not used frequently in practice due to their operational cost, but there
exist situations in such that the rise in the speed of convergence justify their use.
For instance, these processes have been successfully used in problems where a
fast convergence is required, such as stiff systems [14]. For instance, the case of
quadratic equations, in which operator F00 is constant, is also a situation favorable
to the implementation of these iterative processes [8].

We introduce a theory, the most general possible, relative to one-point iterative
processes with R-order of convergence at least three. To that, we extend to Banach
spaces a result due to W. Gander [12] which characterizes the form that the iterative
processes have with R-order of convergence at least three in the scalar case:

Let t� be a simple zero of a real function f and H a function such that H.0/ D 1,

H0.0/ D 1

2
and jH00.t/j < 1. The iteration tnC1 D G.tn/ D tn � H.Lf .tn//

f .tn/
f 0.tn/

;

with Lf .t/ D f .t/f 00.t/
f 0.t/2

, has R-order of convergence at least three, where Lf is the

“degree of logarithmic convexity” (see [22]).
In this paper we consider H in the following form:

H.z/ D 1C 1

2
z C

X
k�2

Akz
k; fAkgk�2 � RC; (8.3)

where fAkgk�2 is a non-increasing sequence such that
P

k�2 Akzk < C1, for
kzk < r.
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The most known one-point iterative processes with R-order of convergence at
least three satisfy this result. For instance, for the Chebyshev [16], the super-Halley
[1] and the Halley [17] methods, the expressions of the functionH are the following:

H
�
Lf .tn/

� D 1 C 1

2
Lf .tn/; H

�
Lf .tn/

� D 1 C 1

2
Lf .tn/ C

X
k�2

1

2
Lf .tn/

k; H
�
Lf .tn/

� D

1C 1

2
Lf .tn/C

X
k�2

1

2k
Lf .tn/

k; respectively.

In view of the expression of the well known one-point iterative processes with
R-order of convergence at least three, we can generalize these methods. Thus, we
can obtain new iterative processes with R-order of convergence at least three by
observing the sequential development of powers of the functions H that have these
methods.

In the scalar case, we can consider

8
ˆ̂<
ˆ̂:

tnC1 D G.tn/ D tn � H.Lf .tn//
f .t/

f 0.t/
H.Lf .tn// D 1C 1

2
Lf .tn/C

X
k�2

AkLf .tn/
k; fAkgk�2 � RC;

(8.4)

where fAkgk�0 is a real decreasing sequence with
X
k�2

Akt
k < C1 for jtj < r; for

what require that
ˇ̌
Lf .t/

ˇ̌
< r for the well definition of H.

Our goal is to generalize these iterative processes in Banach spaces and study its
main features.

The paper is organized as follows. In Sect. 8.2, we introduce a family of iterative
processes with R-order of convergence at least three in Banach spaces which
includes the most well-known iterative processes. We also include their algorithms
in series development. In Sect. 8.3, we present a study of the general semilocal
convergence theorem for the new family. We also include information about the
existence and uniqueness of solution and a result on the a priori error estimates that
leads to the third R-order of convergence of the iterative processes of the family.
In Sect. 8.4, we analyze the accessibility domain for the constructed family, i.e.,
the set of starting points from which the iterative processes converge to a solution
of an equation from any point of the set. In particular, we study the accessibility
domains by means of: Attraction basins, obtained for a particular equation; Regions
of accessibility obtained from the convergence conditions required to the iterative
processes for a particular equation; Domains of parameters also given from the
convergence conditions. We see that the domain of parameters of the Newton’s
method is less restrictive than these of processes of the family. So, in Sect. 8.5,
we construct the hybrid iterative method that uses the Newton’s method as predictor
method and iterative processes of the family as corrector methods, so that it takes
advantage of the domain of parameters of the predictor method and the speed
of convergence of the corrector method. So, from the same starting points of
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the Newton’s method, the predictor–corrector iterative methods converge with the
same rate of convergence iterative processes of the family. In consequence, the
accessibility of iterative processes of the family is improved by means of the
Newton’s method.

Finally, in Sect. 8.6, from the ideas of improving the speed of convergence
and reducing the computational cost of one-point iterations, a new uniparametric
family of multi-point iterations is constructed in Banach spaces to solve nonlinear
equations. The semilocal convergence and the R-order of convergence of the
new iterations are analyzed under Kantorovich type conditions. The section is
finished with a semilocal convergence result under milder convergence conditions,
so that the semilocal convergence is studied under the classical Newton-Kantorovich
conditions [24]. Moreover, some numerical tests are given.

8.2 A Family of Iterative Processes with R-Order
of Convergence At Least Three

To extend family (8.4) to Banach spaces, firstly it is necessary the extension of the
degree of logarithmic convexity to operators defined in Banach spaces.

Definition 1 ([18]) Let F be a nonlinear twice Fréchet-differentiable operator in an
open convex non-empty subset ˝ of a Banach space X in another Banach space Y
and let L .X;Y/ be the set of bounded linear operators from X into Y. If x0 2 ˝

and �0 D ŒF0.x0/��1 2 L .Y;˝/ exists, it is defined the “degree of logarithmic
convexity” operator as LF W ˝ ! L .˝;˝/; where for a given x0 2 ˝ , it
corresponds the linear operator LF.x0/ W ˝ ! ˝ such that

LF.x0/.x/ D �
F0.x0/

��1
F00.x0/

�
F0.x0/

��1
F.x0/.x/; x 2 ˝:

From this definition, we consider the family of one-point iterative processes in
the following form:

8
<̂
:̂

xnC1 D G.xn/ D xn � H.LF.xn//�nF.xn/

H.LF.xn// D I C 1

2
LF.xn/C

X
k�2

AkLF.xn/
k; fAkgk�2 � RC; (8.5)

where fAkgk�2 is a non-increasing real sequence where
X
k�2

Akt
k < C1 for jtj < r.

Besides, we denote LF.xn/k, k 2 N, the composition LF.x/k D
k‚ …„ ƒ

LF.x/ ı � � � ı LF.x/
that is a linear operator in ˝ , and I D LF.x/0.
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Taking into account the following result given in [5], it follows easily that, if
LF.xn/ exists and kLF.xn/k < r, n � 0, then (8.6) is well defined:

Let X be a Banach space and T W X ! X a lineal and bounded operator, T 2
L .X;X/. If

P1
nD0 Antn, where An 2 RC, is convergent with radius of convergence

r, then
P1

nD0 AnTn 2 L .X;X/ is well-defined, provided that kTk < r,
Notice that this family of one-point iterative processes is well defined in Banach

spaces, when the operator H is. It has that the operator H is,

H.LF._// W ˝ ! L .˝;˝/ ! L .˝;˝/

where it is associated to each xn a “polynomial” in LF.xn/, that is, H.LF.xn// DP
k�0 AkLF.xn/k; with A0 D 1 and A1 D 1=2. We assume that H is analytical in a

neighborhood of zero.
On the other hand, it is clear that this family of one-point iterative processes, in

the scalar case, has R-order of convergence at least three, since H.0/ D 1, H0.0/ D
1

2
and jH00.0/j < 1, (see [18]).

In Sect. 8.3, we prove this fact in Banach spaces. Observe that, the most well-
known one-point iterative processes with R-order of convergence at least three admit
a representation as the one given in algorithm (8.6):

Chebyshev [16]:

H
�
LF.xn/

� D I C 1

2
LF.xn/: (8.6)

Chebyshev-like method [9]:

H
�
LF.xn/

� D I C 1

2
LF.xn/C 1

2
LF.xn/

2: (8.7)

Euler [8]:

H
�
LF.xn/

� D 1C 1

2
LF.xn/C

X
k�2
.�1/k2kC1 1=2

k C 1
LF.xn/

k: (8.8)

Halley [7]:

H
�
LF.xn/

� D I C 1

2
LF.xn/C

X
k�2

1

2k
LF.xn/

k: (8.9)

Super-Halley [19]:

H
�
LF.xn/

� D I C 1

2
LF.xn/C

X
k�2

1

2
LF.xn/

k: (8.10)
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Ostrowski [18]:

H
�
LF.xn/

� D 1C 1

2
LF.xn/C

X
k�2
.�1/k �1=2

k
LF.xn/

k: (8.11)

The Logarithmic method [1]:

H
�
LF.xn/

� D 1C 1

2
LF.xn/C

X
k�2

1

.k C 1/Š
LF.xn/

k: (8.12)

The Exponential method [1]:

H
�
LF.xn/

� D 1C 1

2
LF.xn/C

X
k�2

1

k C 1
LF.xn/

k: (8.13)

8.3 Semilocal Convergence

Regarding the study of convergence, we can obtain results on global, semilocal or
local convergence, in terms of the required conditions for the domain of F, the
initial guess x0 or the solution x� respectively. An interesting result of semilocal
convergence for one-point iterative process of R-order of converge at least three in
Banach spaces is given in [29], where the strongest required assumptions are:

Let us suppose that F W ˝ � X ! Y, X;Y Banach spaces, ˝ a nonempty open
convex subset of X, F is a twice continuously Fréchet-differentiable operator, which
satisfies the following conditions:

(C1) There exists a point x0 2 ˝ where the operator �0 D ŒF0.x0/��1 2 L .Y;X/
is defined and k�0k � ˇ.

(C2) k�0F.x0/k � �.
(C3) There exists M � 0 such that kF00.x/k � M, 8x 2 ˝ .
(C4) There exists N � 0 such thatkF000.x/k � N; 8x 2 ˝ .

Later [18], the condition (C4) is replaced by the milder condition

(C4’) For some fixed K � 0, kF00.x/� F00.y/k � Kkx � yk; 8x; y 2 ˝ .

Observe that condition (C4’) means that F00 is Lipschitz continuous in X. The
conditions (C1)–(C3) and (C4’) for the operator F are usually considered to prove
the R-order of convergence at least three of iterative processes in Banach spaces.
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8.3.1 Semilocal Convergence Under Kantorovich’s Conditions

In general, to give a result of semilocal convergence for one-point iterative process
with R-order of convergence at least three, it is necessary consider the following
well-known Kantorovich conditions [24]: (C1)–(C3) and (C4’). In [18], we provide
a result of semilocal convergence under these assumptions. To establish the
convergence of the sequence fxng it is enough to prove that it is a Cauchy sequence,
since the sequence belongs to a Banach space. We also provide the uniqueness of
the solution and the R-order of convergence. For this, first we define the following
real functions:

�.t/ D P
k�2 2Aktk�2

h.t/ D 1C 1

2
t
�
1C t�.t/

�
; '.t/ D 12C 6t � 6h.t/.1C 2t/C 3h.t/2t.2t � 1/

f .t/ D 1

1 � th.t/
;

g.t; s/ D t2

2

h
1C .1C t/�.t/C t

4
.1C t�.t//2

i
C s

6
:

(8.14)

Theorem 1 ([18]) Let F be a nonlinear twice Fréchet-differentiable operator under
the previous conditions .C1/–.C3/ and .C40/. We assume that

a0 D Mˇ� < r; a0h.a0/ < 1 and b0 D Kˇ�2 < '.a0/: (8.15)

Then, if B.x0;R/ � ˝ , where R D h.a0/�

1 � f .a0/g.a0; b0/
, the family of iterative

processes (8.6) starting in x0, converges to a solution x� of Eq. (8.1) with R-order of
convergence at least three. In this case, the solution x� and the iterations xn belong
to B.x0;R/ and x� is a unique solution of (8.1) in B.x0;

2
Mˇ �R/\˝ . Moreover, the

following a priori estimates of the error are also obtained

k x� � xn k< h.a0�
3n�1
2 /�

�
3n�1
2 �n

1 � �3
n
�
<
�
�
1
2

�3n R

�
1
2

;

with � D f .a0/2g.a0; b0/ 2 .0; 1/ and � D 1

f .a0/
:

Sometimes, (C4’) is weakened by the condition:

kF00.x/ � F00.y/k � Kkx � ykp; 8x; y 2 ˝; K � 0; p 2 .0; 1�;

this condition means that F00 is .K; p/-Hölder continuous in ˝ [2].
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8.3.2 Semilocal Convergence for Operators with Second
Derivative !-Conditioned

According to the above, the number of equations that can be solved is limited.
For instance, we cannot analyze the convergence of iteration (8.6) to a solution of
equations where sums of operators, which satisfy Lipschitz or Hölder conditions,
are involved, as for example in the following nonlinear integral operator of mixed
Hammerstein type [13]

F.x/.s/ D x.s/ � u.s/C
mX
iD1

Z b

a
ki.s; t/`i.x.t// dt; s 2 Œa; b�; (8.16)

where �1 < a < b < 1, u, `i, ki, for i D 1; 2; : : : ;m, are known functions,
`00
i .x.t// is .Li; pi/-Hölder continuous in ˝ , for i D 1; 2; : : : ;m, and x is a solution

to be determined. This type of operator appear, for instance, in dynamic models of
chemical reactors, see [4].

A generalization of the Lipschitz and Hölder conditions is this one:

(C4”) kF00.x/ � F00.y/k � !
�kx � yk�;8x; y 2 ˝; where ! W RC ! RC is a

nondecreasing continuous function such that !.0/ D 0,

which reduces to the Lipschitz and Hölder ones if !.z/ D Kz and !.z/ D Kzp

respectively. Besides, condition (C4”) allows us to consider situations like the one
for the operator in (8.16).

Moreover, we say that ! is q-quasi-homogeneous if,

!.�z/ � �q!.z/; for all � 2 Œ0; 1�;

for some q � 0. Observe that if ! is q-quasi-homogeneous then it is also s-quasi-
homogeneous with s 2 .0; q/.

On the other hand, notice that the R-order of convergence depends on (C4), or
depends on these milder assumptions. In any way, under conditions (C1)–(C3) and
(C4’), or a milder assumption, (C4”), we can always guarantee the quadratic R-order
of convergence [20].

In the following result, we establish the semilocal convergence of the family of
iterative processes (8.6) under conditions (C1)–(C3), (C4”) and

(C5) There exists a continuous nondecreasing function ' W Œ0; 1� ! RC such that
!.�z/ � '.�/!.z/, for all � 2 Œ0; 1� and z 2 RC.

We denote by

T D
Z 1

0

'.�/.1 � �/d�:
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So, the property that ! is q-quasi-homogeneous is a particular instance of .C5/ for
'.t/ D tq. Also, we have

T D
Z 1

0

�q.1 � �/d� D 1

.q C 1/.q C 2/
:

We consider the following real function:

g.t; s/ D t

2

�
t�.t/C h.t/2 � 1

�C s

.q C 2/.q C 1/
; (8.17)

which is the same as that given in (8.14) for q D 1.
If ! is q-quasi-homogeneous, then the R-order of convergence is at least q C 2.

Notice that !.z/ is 1-quasi-homogeneous under the Lipschitz condition and !.z/ is
p-quasi-homogeneous under the Hölder condition with exponent p, so that we then
obtain R-order of convergence at least three and q C 2 respectively.

Theorem 2 ([21]) Let F be a nonlinear twice Fréchet-differentiable operator under
all conditions (C1)–(C3), (C4”) and (C5). We assume that a0 D Mˇ� < r,
a0h.a0/ < 1 and b0 D ˇ!.�/� < �0; where

�0 D 1

2
.1C q/.2C q/

�
2C a0 � 4a0 h.a0/� a0 h.a0/

2 C 2 a20 h.a0/
2 � a20 l.a0/

�
:

If B.x0;R�/ � ˝ , where R D h.a0/
1�f .a0/g.a0;b0/

, then the family of iterative pro-
cesses (8.6) starting at x0, converges to a solution x� of Eq. (8.1) with R-order of
convergence at least qC 2. In this case, the solution x� and the iterations xn belong
to B.x0;R�/ and x� is unique in B.x0; 2

Mˇ � R�/ \ ˝ . Moreover, the following a
priori estimates of the error are also obtained

kx� � xnk < �
.qC2/n�1

qC1 �n
h
�
�
.qC2/n�1

qC1 a0
�
�

1 � �.qC2/n�
<
�
�

1
qC1

�.qC2/n R�

�
1

qC1

:

with � D f .a0/2g.a0; b0/ 2 .0; 1/ and � D 1

f .a0/
:

This condition .C400/ has another important feature. Note that conditions Lips-
chitz or Hölder also need to consider an appropriate domain to be checked, which
may need a prelocation of the solution. However, the condition .C400/ does not need
this prelocation.
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8.3.3 Semilocal Convergence Under Weak Conditions

The usual required assumptions to establish semilocal convergence of one-point
iterative methods (8.2) with R-order of convergence at least three in Banach spaces,
are the Kantorovich conditions (C1)–(C3) and (C4’). Notice that condition (C3)
requires that F00 is bounded in ˝ . However, this condition is sometimes difficult
to prove in practice. There are many situations in which F00 is not bounded; for
instance, in some problems where nonlinear differential or integral equations are
involved. In these problems, we have previously to locate the solution in a suitable
domain where a solution x� is and where F00 is bounded.

For instance, if we consider the nonlinear integral equations of Fredholm-type
and second class, [6]:

x.s/ D f .s/C 


Z b

a
k.s; t/x.t/n dt; n 2 N; n � 3; (8.18)

with x 2 ˝ � X D CŒa; b�, where CŒa; b� is the space of continuous functions
defined in Œa; b�, 
 a real number, k.�; �/ a continuous function in Œa; b� � Œa; b� and
f 2 X a given function such that f .s/ > 0, s 2 Œa; b�. We consider the equivalent
problem to (8.18), i. e., to solve F.x/.s/ D 0; with

F.x/.s/ D x.s/ � f .s/ � 


Z b

a
k.s; t/x.t/n dt; s 2 Œ0; 1�:

The first and the second Fréchet derivatives of the previous operator are

ŒF0.x/y�.s/ D y.s/ � n

Z 1

0

k.s; t/x.t/n�1y.t/ dt

and

ŒF00.x/yz�.s/ D �n.n � 1/


Z 1

0

G.s; t/x.t/n�2z.t/y.t/ dt:

Observe that it is not simple to obtain an upper bound of F00 that is independent of
kxk. Then, if we use the aforesaid Kantorovich conditions to study the convergence
of an iterative process of the family (8.6) to a solution x?, we need to locate
previously the solution x� in a suitable domain ˝ where F00 is bounded. For
instance, if we consider the space X D CŒ0; 1� and choose the initial function
x0.s/ D 1, f .s/ D x0.s/, the kernel k.s; t/ D esCt, 
 D 3=100 and n D 3. Taking
into account that x? in CŒ0; 1�, and using the max-norm, we have

kx?k � 1 � j
j max
s2Œ0;1�

ˇ̌
ˇ̌
Z 1

0

esCt dt

ˇ̌
ˇ̌ kx?k3 � 0
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i.e., kx?k � 	1 D 1:328674 : : : and kx?k � 	2 D 1:746584 : : :, where 	1 and 	2 are
the positive roots of the real equation

z � 1 � 3z3e.e � 1/=100 D 0: (8.19)

Now, from (8.18), if we look for a solution x? such that kx?k � 	1, we can then
consider ˝ D B.0; 	/ � CŒ0; 1�, with 	 2 .	1; 	2/ and obtain a domain ˝ where a
solution x? is and F00 is bounded. However, if we look for a solution x?? such that
kx??k � 	2, we cannot fix the domain˝ . To avoid this problem, the condition (C3)
must be relaxed. Then, we consider the milder one:

(C3’) kF00.x0/k � ˛;

where F00 is only bounded in the initial iteration x0.
In [21], by using majorizing sequences [24] and assuming that the operator F

is twice Fréchet differentiable and F00 satisfies a Lipschitz type condition but it
is unbounded, we provide the semilocal convergence of iterative process given
by (8.6). Moreover, the R-order of convergence at least three is proved and some
error estimates in terms of the majorizing sequence are given.

Theorem 3 ([21]) Let F W ˝ � X ! Y be a twice Fréchet-differentiable
nonlinear operator defined on a nonempty open convex subset ˝ of a Banach
space X with values in another Banach space Y. Suppose (C1), (C2), (C3’) and
(C4’) and B.x0; s?/ � ˝ , where s? is the smallest positive root of p, with p.t/ D
K
6
t3 C ˛

2
t2 � 1

ˇ
t C �

ˇ
. If

� � 1

3K2
�
ˇ.˛2 C 2K=ˇ/3=2 � ˇ˛3 � 3K˛

�

holds, then p has two positive roots, s?, s??, (s? � s??) and the sequence fxng defined
by (8.6) starting at x0 converge to x?, solution of (8.1) in B.x0; s?/. If s? < s?? the
solution is unique in B.x0; s??/ \ ˝ and methods (8.6) starting at x0 2 ˝ , have
R-order of convergence at least three. If s? D s?? the solution is unique in B.x0; s?/.

As we have mentioned earlier, the Lipschitz condition (C4’) also depends on
the considered domain. Notice that condition (C4”) can be avoided, since for a
starting fixed point x0, we can consider: kF00.x/k � kF00.x0/k C Q!�kx � x0k

� �
kF00.x0/k C Q!�kxk C kx0k

� � !
�kxk�: In order to consider more general situation

as the aforesaid example (8.18) given in [10], we relax the previous convergence
conditions to avoid the problem of pre-location. We then reconsider the convergence
of (8.6) in Banach spaces by assuming only (C1), (C2) and

(C3”) kF00.x/k � !.kxk/, 8x 2 ˝ , where! W RC [f0g ! RC[f0g is a continuous
real function such that !.0/ � 0 and ! is a monotone function. The equation

4t � 2h.ˇ�'.t// ..1C ˇ�'.t//t C �/ � ˇ�'.t/h.ˇ�'.t//2.t � 2�/ D 0
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has at least one positive root, where

'.t/ D
�
!.kx0k C t/ if ! is non-decreasing,
!.kx0k � t/ if ! is non-increasing.

We denote the smallest root of the previous equation by R. Notice that R must
be less than kx0k if ! is non-increasing.

We define the scalar function:

Qg.t/ D h.t/
�
1C t

2
h.t/

�
� 1: (8.20)

Theorem 4 ([11]) Let F W ˝ � X ! Y be a twice continuously differentiable oper-
ator on a non-empty open convex domain˝ satisfying conditions .C1/; .C2/; .C300/,

a0h.a0/ < 1; f .a0/
2 Qg.a0/ < 1 (8.21)

and B.x0;R/ � ˝ , then methods (8.6), starting from x0, generate a sequence fxng
which converges to a solution x� 2 B.x0;R/ of Eq. (8.1). Besides, the solution x� is
unique in B.x0; QR/, where QR is the biggest positive root of the equation

ˇ

Z 1

0

Z 1

0

'.s.R C t.� � R/// ds.R C t.� � R// dt D 1: (8.22)

As a particular case of the previous result, Theorem 4, if kF00.x/k � M, we can
obtain a result of semilocal convergence [10]. However, for a F00 bounded operator
this result still need a pre-location.

8.4 A Study of the Accessibility Domain for the Iterative
Processes of the Family

An important aspect to consider when studying the applicability of an iterative
method is the set of starting points that we can take into account, so that the iterative
method converges to a solution of an equation from any point of the set, what we call
accessibility of the iterative method. We can observe this experimentally by means
of the attraction basin of the iterative method. The attraction basin of an iterative
method is the set of all starting points from which the iterative method converges
to a solution of a particular equation, once we fix some tolerance or a maximum
number of iterations.

We can also study the accessibility of an iterative method from the convergence
conditions required to the iterative method. Looking for some parallelism with the
attraction basins, we can also consider the following experimental form of studying
the accessibility of an iterative method. Therefore, if we consider a particular
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equation, we know that a given point x 2 ˝ has associated certain parameters of
convergence. If the parameters of convergence satisfy the convergence conditions,
we color the point x; otherwise, we do not. So, the region that is finally colored is
what we call a region of accessibility of the iterative method.

Finally, we can study the accessibility from the domain of parameters. In
this case, we only consider the convergence conditions of the iterative process
considered and for one equation either. This is a theoretical and general study.

8.4.1 Attraction Basins

We can see the aforesaid relation between the R-order of convergence and the
conditions on the starting point by means of the attraction basins associated to the
iterative methods when they are applied to solve a particular equation [26, 32]. The
set of all starting points from which an iterative process converges to a solution of
the equation can be shown by means of the attraction basins.

Let F.z/ D cos z � 1=5 D 0, where F W C ! C. We identify the attraction
basins of two solutions z� D arctan .2

p
6/ and z�� D � arctan .2

p
6/ of the

previous equation when we approximate these roots by the Chebyshev (8.6), the
Super-Halley (8.10), the Halley (8.9) and logarithmic (8.12) methods, so that we
can compare the attraction basins of the third order methods with the one of the
Newton method. To do this, we take a rectangle D � C to represent the regions
and such that iterations start at every z0 2 D. In every case, it is considered a grid
of 512 � 512 points in D and these points are chosen as z0. We use the rectangle
Œ�1:75; 1:75�� Œ�2; 2� which contains both solutions. The chosen iterative method,
starting in z0 2 D, can converge or diverge to any solution. In all the cases, the
tolerance 10�3 and the maximum of 25 iterations are used. We do not continue if
the required tolerance is not obtained with 25 iterations and we then decide that the
iterative method does not converge to any solution starting from z0.

In Figs. 8.1 and 8.2 the attraction basins of the Chebyshev, the Super-Halley,
the Halley and logarithmic methods are respectively shown when the solutions z�
and z�� are approximated in the rectangle D. The pictures of the attraction basins
are painted by the following strategy. It is assigned a color to each attraction basin
according to the root at which an iterative method converges, starting from z0. The
color is made lighter or darker according to the number of iterations needed to reach
the root with the fixed precision. In particular, it is assigned cyan for the positive
root z� and magenta for the negative root z��. Finally, the black color is assigned if
the method does not converge to any solution with the fixed tolerance and maximum
number of iterations. The graphics have been generated with Mathematica 5:1. For
other strategies, reference [32] can be consulted and the references there given.

Observe in Figs. 8.1 and 8.2 that the Super-Halley is the most demanding of the
four third-order methods that have considered, since the black color is more plentiful
for the third-order methods. We can also observe that the lighter areas are greater
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Fig. 8.1 Attraction basins of the Chebyshev (left) and the Super-Halley (right) methods

Fig. 8.2 Attraction basins of the Halley (left) and Logarithmic (right) methods

for the third-order methods than for Newton’s method, Fig. 8.7, as a consequence of
the cubic R-order of convergence versus the quadratic R-order of convergence.

8.4.2 Regions of Accessibility

As we have indicate previously, the region of accessibility of an iterative method
provides the domain of starting points from which we have guaranteed the conver-
gence of the iterative method for a particular equation. In other words, the region
of accessibility represents the domain of starting points that satisfy the convergence
conditions required by the iterative method that we want to apply.
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Fig. 8.3 Region of accessibility of the Chebyshev (left) and Super-Halley (right) methods
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Fig. 8.4 Region of accessibility of the Halley (left) and logarithmic (right) methods

We can graphically observe this with an example. If we consider the previous
complex equation F.z/ D cos z � 1=5 D 0, we can respectively see in Figs. 8.3 and
8.4, according to conditions (8.15) required in Theorem 1, the accessibility regions
associated with Chebyshev (8.6), Super-Halley (8.10), Halley (8.9) and logarithmic
methods (8.12).

In view of Figs. 8.3 and 8.4, it is clear that the greatest region of accessibility is
associated with the Chebyshev method, see Fig. 8.3. Similarly, as we analyze the
domains of parameters, the Chebyshev method is the best performing in terms of
accessibility.
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8.4.3 Domains of Parameters

These regions represent the domains of accessibility of the different methods
starting from the parameters a0 and b0 which are obtained from the starting point.
Notice that the domain of parameters of the Chebyshev (8.6), Super-Halley (8.10),
Halley (8.9) and logarithmic methods (8.12) represented in Figs. 8.5 and 8.6, are
bounded and are delimited by the coordinated axes and the curve b D '.a0/.
These domains of parameter are obtained to consider convergence conditions
given in (8.15). For these methods, the function ', given in (8.14), is reduced
to '.t/ D 3.t C 2/.2t � 1/.t2 C 2t � 4/=4 for the Chebyshev method, '.t/ D
6.t3 C 6t2 � 12tC 4/=..t� 2/2/ for the Super-Halley method, for the Halley method
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Fig. 8.5 Domains of parameters of the Chebyshev (left) and the Super-Halley (right) methods
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Fig. 8.6 Domains of parameters of the Halley (left) and logarithmic (right) methods
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and '.t/ D 3.2t4 � 9t3 C 32t2 � 32t C 8/=.4.t � 1/2/ and for logarithmic method
'.t/ D ..3 C 30t � 24ett C 6t2 C e2t.�3 C 6t//=t (see [17]). In these cases, the
condition a0h.a0/ < 1 follows from b < '.a0/, since '.a0/ > 0.

8.5 Improvement of the Accessibility: Hybrid Method

It is well-known that the higher the R-order of convergence, the more restrictive the
conditions on the starting point. For instance, this fact can be seen when one looks
at the basin of attraction or accessibility region, Fig. 8.7 or domains of parameters
Fig. 8.8 of the Newton method and compared with one third-order method.

To achieve the region of accessibility and the domain of parameter associated to
the Newton’s method we consider the semilocal convergence theorem:

Theorem 5 ([15]) Let F be a nonlinear twice Fréchet-differentiable operator on
a nonempty open convex domain ˝ under the previous conditions (C1)–(C3) If
B.x0;RN/ � ˝ , where RN D 2.1�a/

2�3a � and a D Mˇ�, and

a D Mˇ� < 1=2; (8.23)

then Eq. (8.1) has a solution z� and the Newton method converges to z� with R-order
of convergence at least two.

In Fig. 8.7 appear the attraction basin and the accessibility region when it is
considered complex equation F.z/ D cos z � 1=5 D 0 according to Kantorovich
convergence conditions given in Theorem 5, and the domain of parameters of the
Newton method, respectively.
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Fig. 8.7 Attraction basin (left) and region of accessibility (right) of the Newton method
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Fig. 8.8 Domains of parameters of the Newton’s method (yellow) and some third-order method in
family (8.6)

Figure 8.8 shows the overlap of the graphics of parameter domains of the
Newton’s method (yellow) and some third-order method. Notice that, the domain
of parameters of the Newton’s method is an infinite vertical band colored in yellow.

Clearly, the accessibility domains of the Newton method is better comparing
with any method of third order in all three cases that we are considering: Attraction
basins, region of accessibility and domains of parameters.

To improve the accessibility domain of the third order methods (8.6), we consider
the following predictor–corrector iterative method:

8
ˆ̂<
ˆ̂:

�
x0 2 ˝;
xn D G1.xn�1/; n D 1; 2; : : : ;N0;�
z0 D xN0 ;
zn D G2.zn�1/; n 2 N;

(8.24)

from any two one-point iterative processes:

�
x0 2 ˝;
xn D G1.xn�1/; n 2 N;

and

�
z0 2 ˝;
zn D G2.zn�1/; n 2 N:
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where x0 satisfies condition (8.23), while z0 D xN0 satisfies the two conditions given
in (8.15). For method (8.24) is convergent, we must do the following:

1. Find x0, so that predictor method is convergent.
2. From the convergence of predictor method, calculate the value N0 such that xN0

is a good starting point from which the convergence of corrector method (8.6) is
guaranteed.

In short, we use the Newton’s method for a finite number of steps N0, provided that
the starting point x0 satisfies condition (8.23), until z0 D xN0 satisfy conditions given
in (8.15), and we then use methods (8.6) instead of the Newton’s method. The key
to the problem is therefore to guarantee the existence of N0.

We also denote (8.24) by .G1;G2/ and, following the notation given in [27] for
other combinations of methods, (8.24) is called hybrid method.

Then, for an initial couple .a; b/ in the domain of parameters of the Newton
method from Kantorovich conditions (8.23), we try to guarantee the existence of
a couple .aN0 ; bN0 / in the domain of parameters of iteration (8.6), after a certain
number of iterations N0, so that the last couple satisfy conditions (8.15), thus can be
considered as the initial one .aN0 ; bN0/ for iteration (8.6) and such that the R-order
of convergence at least three keeps (see Fig. 8.9).

With the goal of constructing a simple modification of (8.6) which converges
from the same starting points as the Newton method, we consider the following
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j (t)

Fig. 8.9 Evolution of the couples .ai; bi/ in the domains of parameters of the Newton method and
an iterative process in family (8.6)
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hybrid methods .N;R3/, where R3 denotes a third order method of family (8.6):

8
ˆ̂̂
ˆ̂<
ˆ̂̂
ˆ̂:

�
x0 2 ˝;
xn D xn�1 � ŒF0.xn�1/��1F.xn�1/; n D 1; 2; : : : ;N0;8

<
:
z0 D xN0 ;
yk�1 D zk�1 � ŒF0.zk�1/��1F.zk�1/;
zk D yk�1 C 1

2
LF.zk�1/H.LF.zk�1//.yk�1 � zk�1/; k 2 N;

(8.25)

where LF and H are defined as in (8.6). Now, we consider in (8.25) that x0 only
satisfies (8.23), while z0 D xN0 satisfies (8.15).

Now, we define the following real functions

fN.t/ D 1

1 � t
and gN.t/ D t

2.1� t/
(8.26)

and the sequence f˛ng which guarantees the convergence of the Newton method:

�
˛0 D a; ˛nC1 D ˛nfN.˛n/gN.˛n/; n � 0;

ˇ0 D b; ˇnC1 D ˇnfN.˛n/gN.˛n/2; n � 0:
(8.27)

Observe that sequence f˛ng is strict decreasing when (8.23) is satisfied. On the other
hand, the sequence fˇng is not necessary to prove the convergence of the Newton
method, but it is essential to locate a valid starting point for iteration (8.6), see [18].
We can observe that the sequences f˛ng and fˇng are strictly decreasing to zero if
a < 1=2.

In a similar way, see [18], from general conditions (C1)–(C3) and (C4’) for
iteration (8.6) and starting point z0, we can consider the parameters QaN0 D Mˇ�
and QbN0 D Kˇ�2 from z0 and construct a system of recurrence relations. Thus, we
can guarantee the semilocal convergence of (8.6) from the strict decreasing of the
real sequences:

�
a0 D QaN0 ; anC1 D anf .an/2g.an; bn/; n � 0;

b0 D QbN0 ; bnC1 D bnf .an/3g.an; bn/2; n � 0;

provided that (8.15) is satisfied for fang and fbng.
The idea is then to apply hybrid iteration (8.25) to approximate a solution z� of

Eq. (8.1). To apply this iteration we take into account that the couple .a; b/ does
not satisfy the convergence conditions given in (8.15), since, if it does, we apply
corresponding iteration (8.6).

Now, we see that whenever the Newton method can be applied, iteration (8.6) can
also be done. Firstly, as f˛ng is a strictly decreasing sequence to zero, there always
exists N1 2 N such that ˛N1 < r. Secondly, as t .t/ D �.t/ is an increasing function
with �.0/ D 0, there also exists a number N2 2 N such that ˛N2 .˛N2 / < 1.
Moreover, there exists N3 2 N such that ˛N3 < 	 , where 	 is the smallest positive
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root of '.t/ D 0. Finally, if b0 � '.˛0/ and fbng is also a strictly decreasing
sequence to zero, we can then guarantee the existence of N4 2 N such that N4 � N3
and

bN4 < '.˛0/ < '.˛N3 / < '.˛N4 /;

since ' is a decreasing function and f'.˛n/g is a strictly increasing sequence.
Observe then '.˛N3 / > 0. In consequence, we can take N0 D maxfN1;N2;N4g,
choose z0 D xN0 and apply iteration (8.6) from the starting point z0 D xN0 to
guarantee the convergence of (8.25).

Notice that condition a < r could be omit in the case that we have the possibility
of choosing a method of family (8.6), since r could be C1, that is when the series
that appears in (8.6) is finite. For instance, this happens with the Chebyshev method.
In the case of the Super-Halley method, we have r D 1 and a0 < 0:380778 : : :, so
that a < r also holds.

We establish the semilocal convergence of (8.25) to a solution of (8.1) and obtain
domains where the solution is located. From now on, we write sequence (8.25) in
the following way:

wn D
�
xn; if n � N0;
zn�N0 ; if n > N0:

Theorem 6 ([9]) Let X and Y be two Banach spaces and F W ˝ � X ! Y a
twice Fréchet-differentiable operator on a nonempty open convex domain ˝ . We
suppose that conditions (C1)–(C3) and (C4’) are satisfied for some x0 2 ˝ . If
condition (8.23) holds and B.x0;RN C R/ � ˝ , then there exists N0 2 N such that
sequence fwng, given by (8.25), and starting from w0, converges to a solution z� of
Eq. (8.1). In this case, the solution z� and the iterations wn belong to B.x0;RN C R/.

Notice that we can apply (8.25) provided that the conditions of Theorem 6 hold,
since there always exists N0. However, if we are able to estimate a priori the value
of N0, then we can improve the algorithm, since it is not necessary to verify the
conditions given in (8.15) in each step. In the following result we give an estimate
of the value N0.

Theorem 7 ([9]) We suppose that the hypothesis of the previous theorem are
satisfied and condition (8.23) holds, but not (8.15), for some x0 2 ˝ satisfying

(C1)–(C3). Let z0 D xN0 with N0 D maxfN1;N2;N3;N4g, N1 D 1 C
h

log r�log a
log. f .a/g.a//

i
,

N2 D 1 C
h� log.a .a//

log. f .a/g.a//

i
, N3 D 1 C

h
log 	�log a

log. f .a/g.a//

i
and N4 D 1 C

	
log
�log b

log. f .a/g.a/2/



,

when they are positive, and consider them null in other cases, where f , ' and g are
defined in (8.14), 
 D '.˛N3 /, 	 is the smallest positive root of '.t/ D 0 and Œt� the
integer part of the real number t. Then, z0 satisfies (8.15).

If we take again into account the complex equation F.z/ D cos z � 1=5 D 0 and
conditions (8.23) and (8.15), we can see in Fig. 8.10 the regions of accessibility of
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Fig. 8.10 Region of accessibility of the Chebyshev (left) and the hybrid .N;Ch/ (right) methods

the Chebyshev method (8.6) and the hybrid method .N;Ch/. Notice that the domain
of starting points of .N;Ch/ coincides with the one of the Newton method, Fig. 8.7,
although the intensity of the color changes, it is lighter for the hybrid method, since
the number of iterations used to reach the solution of equation for the given tolerance
is inferior.

8.5.1 Application

We apply the results obtained previously to obtain domains of existence and
uniqueness of solutions when we use (8.25) to solve the following boundary-value
problem [23, 25]:

8<
:

d2x.t/

dt2
D ex.t/;

x.0/ D x.1/ D 0;

(8.28)

where x 2 C2.Œ0; 1�/, t 2 Œ0; 1�.
To obtain a numerical approximation of the solution of problem (8.28) we

discretize the problem. We then introduce the points ti D ih, i D 0; 1; : : : ; n, with
h D 1=n and n a suitable integer. We have to determinate the values x.ti/ D xi which
denote the approximations of the solution x.t/ in ti. A standard approximation of the
second derived in these points is

x00
i 	 xi�1 � 2xi C xiC1

h2
; xi D x.ti/; i D 1; 2; : : : ; n � 1:
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If we assume that xi satisfies Eq. (8.28), then

xi�1 � 2xi C xiC1 � h2exi D 0; i D 1; 2; : : : ; n � 1: (8.29)

Moreover, since x0 and xn are determinated by the boundary conditions, we have
x0 D 0 D xn.

We then introduce the following notation. If

x D

0
BBBBB@

x1
x2
:::

xn�2
xn�1

1
CCCCCA
; ˚.x/ D h2

0
BBBBB@

ex1

ex2
:::

exn�2

exn�1

1
CCCCCA
; A D

0
BBBBBBB@

�2 1 0 � � � 0

1 �2 1
: : :

:::

0
: : :

: : :
: : : 0

:::
: : : 1 �2 1

0 � � � 0 1 �2

1
CCCCCCCA
;

(8.29) can be written as

F.x/ � Ax �˚.x/ D 0;

with F W ˝ � Rn�1 ! Rn�1. We consider ˝ D fx 2 Rn�1 j kxk < ln 8g as the
domain from which we obtain domains of existence and uniqueness of solutions for
the equation F.x/ D 0. Moreover, we choose the norms

kxk1 D max
1�i�n�1 jxij and kAk D sup

x2Rn�1;x¤0
kAxk1
kxk1

D max
1�i�n�1

0
@

n�1X
jD1

jaijj
1
A :

Notice that the operator F0 is given by

F0.x/.u/ D Au � h2

0
BBB@

ex1 0 � � � 0

0 ex2 � � � 0
:::

:::
: : :

:::

0 0 � � � exn�1

1
CCCAu; 8 u 2 Rn�1;

where u D .u1; u2; : : : ; un�1/T , and F00.x/ is the following bilinear operator

F00.x/.u; v/ D �h2

0
BBB@

ex1u1v1
ex2u2v2
:::

exn�1un�1vn�1

1
CCCA ; 8 u; v 2 Rn�1:
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To establish the convergence of (8.25) to a solution of (8.28), we take 5t.t�1/=2
as initial function. If n D 10, then the initial approximation is w.0/i D 5ti.ti � 1/=2,
with i D 1; 2; : : : ; 9. In this case, a D 0:489219 : : : and b D 0:253904 : : :

We now try to use the Halley method given in (8.9) to approximate a solution of
problem (8.28). Observe then that the conditions a < r D 2 and a .a/ < 1 hold,
but we cannot take that starting point for the Halley method since the other two
conditions '.a/ > 0 and b < '.a/, which guarantee the convergence of the method,
are not satisfied. However, for the hybrid method .N;H/, we have N1 D N2 D 0,
N3 D 2 and N4 D 0, so that N0 D 2. Therefore, after two iterations by the Newton
method, we can consider the starting point z0 D x2 for the Halley method and apply
.N;H/. Similarly, we can proceed with the Super-Halley method given in (8.10)
and the method of family (8.6) such that A0 D 1 and A1 D A2 D 1=2 to obtain
respectively N0 D 3 and N0 D 4 for the corresponding hybrid methods.

In Table 8.1, we show the evolution of iterations wn D .w.n/1 ;w
.n/
2 ; : : : ;w

.n/
9 /

T

generated by the three methods when it is used the stop criterion kwn � z�k1 <

C � 10�150 (C D constant) and using 150 significant digits. We have denoted by
.N;H/, .N;Chl/ and .N; SH/ the hybrid methods given by (8.25) when the Halley,
the Chebyshev-like and the Super-Halley methods are respectively used as methods
of R-order at least three.

From the above we can observe that we have extended the region of accessibility
of the three methods of R-order at least three until the region of accessibility of the
Newton method.

Finally, from the initial approximation indicated above, we consider the vector
shown in Table 8.2 as the numerical solution of (8.28), which has been obtained
when the stop criterion indicated previously is used and after two iterations of the
Newton method and four iterations of the Halley method.

Table 8.1 Errors kwn � z�k1

n Newton .N;H/, N0 D 2 .N;Ch � l/, N0 D 3 .N; S � H/, N0 D 4

0 5:11377 : : : � 10�1 5:11377 : : : � 10�1 5:11377 : : : � 10�1 5:11377 : : : � 10�1

1 7:62191 : : : � 10�3 7:62191 : : : � 10�3 7:62191 : : : � 10�3 7:62191 : : : � 10�3

2 2:10652 : : : � 10�6 2:10652 : : : � 10�6 2:10652 : : : � 10�6 2:10652 : : : � 10�6

3 1:57140 : : : � 10�13 8:65986 : : : � 10�20 1:57140 : : : � 10�13 1:57140 : : : � 10�13

4 8:70901 : : : � 10�28 5:77528 : : : � 10�60 4:05973 : : : � 10�41 8:70901 : : : � 10�28

5 2:67280 : : : � 10�56 6:76285 : : : � 10�124 6:90369 : : : � 10�84

6 2:51705 : : : � 10�113

Table 8.2 Numerical solution of (8.28)

i z�

i i z�

i i z�

i

1 �4:14043 : : : � 10�2 4 �1:09159 : : : � 10�1 7 �9:57302 : : : � 10�2

2 �7:32143 : : : � 10�2 5 �1:13622 : : : � 10�1 8 �7:32143 : : : � 10�2

3 �9:57302 : : : � 10�2 6 �1:09159 : : : � 10�1 9 �4:14043 : : : � 10�2



8 A Qualitative Analysis of a Family of Newton-Like Iterative Process with. . . 197

0.2 0.4 0.6 0.8 1

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

x0 t

num.sol.

Fig. 8.11 Interpolation of the numerical solution of (8.28)

By applying the hybrid method .N;H/, we obtain the existence and uniqueness
domains B.w0; 0:995959 : : :/ and B.w0; 1:19443 : : :/, respectively. Moreover, by
interpolating the numerical solution given in Table 8.2, which passes through the
points .ti; z�

i /, i D 1; 2; : : : ; 9, we obtain the solution which appears in Fig. 8.11.

8.6 An Improvement of the Efficiency

In the study of iterative processes, there are two important points to pay attention:
the speed of convergence, which is analyzed by the R-order of convergence, and the
computational cost needed to compute xnC1 from xn, which is generally analyzed by
taking into account the number of evaluations of F, F0, F00. . . that are necessary
to obtain xnC1 from xn. From the previous ideas, to classify iterative processes,
the efficiency index [31] is defined by the value EI D p1=d, where p is the order
of convergence and d the number of evaluations of F, F0, F00. . . in each step. In
particular, this index is usually considered in the analysis of scalar equations, where
the computational cost of the successive derivatives is not very different.

For one-point iterative methods, it is known that the R-order of convergence is a
natural number. Moreover, one-point iterations of the form xnC1 D �1.xn/, n � 0,
with order of convergence d, depend explicitly on the first d � 1 derivatives of F.
This implies that their efficiency index is EI D d1=d, d 2 N. The best situation for
this index is obtained when d D 3, (see Fig. 8.12). However, in general situations,
this case is not considered as the most favorable one, but d D 2, namely Newton’s
method, even though its efficiency index is worse. It is due to the efficiency index
does not consider several determinants. For example, in the case of nonlinear
systems of dimension greater than one or non-finite situations (Banach spaces),
the computational cost is high for computation of the corresponding operator F00,
whereas Newton’s method only uses F and F0.
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Fig. 8.12 Efficiency index
EI D d1=d

3
d

1

1.5

To improve the optimum efficiency index, EI D 31=3, we reduce computations
of F and F0, avoid the computation of F00 and increase the order of convergence.
From the restrictions above-mentioned for the one-point methods, we construct a
uniparametric family of multi-point iterations, namely, xnC1 D �.x1n; x

2
n; x

3
n; : : :/,

with xin D �i.xin�1/, i � 1, n � 0 [31], where the second derivative F00 is not used,
that depends on a parameter and is such that EI D 41=4. This efficiency index is the
same as the one of Newton’s method, but for some values of the parameter involved
in the family, the efficiency index is EI D 41=3, which is better than Newton’s
method one and even the most favorable situation of one-point methods (EI D 31=3).

To do this, we use the following multi-point iteration:

8<
:
x0 given;
xnC1 D �1.xn; un; vn/; n � 0;

un D 
1.xn/; vn D 
2.xn/:

The first aim consists of avoiding the computation of F00 in these cubically R-
convergent iterations. In [16], Hernández has been done this for Chebyshev’s
method in Banach spaces, but the order of convergence is not increased by the
technique used there. In addition, as the second aim is to increase the order of
convergence, we use a modification of the technique used in [16].

Observe first that if A0 D 1 and A1 D A2 D 1=2, then (8.6) has order of
convergence at least four when it is applied to solve quadratic equations (see [8]).
Then, to extend this result to any equation and avoiding the computation of F00, from
Taylor’s formula,we have:

F0.un/ D F0.xn/C F00.xn/.un � xn/C
Z un

xn

F000.x/.un � x/ dx;

F0.vn/ D F0.xn/C F00.xn/.vn � xn/C
Z vn

xn

F000.x/.vn � x/ dx;
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where un D xn C 	1.yn � xn/, vn D xn C 	2.yn � xn/, yn D xn � F.xn/=F0.xn/,
	1; 	2 2 Œ0; 1� and 	1 ¤ 	2, and consequently

F0.vn/ � F0.un/ 	 �.	2 � 	1/F
00.xn/F.xn/=F0.xn/;

LF.xn/ 	
� �1
	2 � 	1

�
F0.vn/ � F0.un/

F0.xn/
D  .un; vn/:

With this modification of the technique followed in [16], the parameters 	1 and
	2 are considered so that we can eliminate the computation of F00 and obtain order
of convergence at least four.

Now, (8.6) is written in the way:

�
x0 given;
xnC1 D �.xn/ D xn � H. .xn//.F.xn/=F0.xn//; n � 0;

(8.30)

where

 .xn/ D
� �1
	2 � 	1

�
F0.xn � 	2.F.xn/=F0.xn///� F0.xn � 	1.F.xn/=F0.xn///

F0.xn/
;

H is defined in (8.6) with A0 D 1 and A1 D A2 D 1=2. Observe that if (8.30) is well
defined, namely k .x/k < r, only the computations of F and F0 are required.

On the other hand, in the scalar case the Schröeder’s characterization [30] can
be used to obtain the order of convergence of (8.30). So, if x� is a solution of (8.1),
then it is easy to prove that

�3.x
�/ D x�; �0

3.x
�/ D �00

3 .x
�/ D 0; �000

3 .x
�/ D 0 if 	1 C 	2 D 2=3:

Consequently, the following family of iterations:

8
ˆ̂̂̂
<
ˆ̂̂̂
:

x0 given;
yn D xn � F.xn/=F0.xn/;
G.xn/ D �3

2.1�3	/
F0.xnC 2�3	

3 .yn�xn//�F0.xnC	.yn�xn//

F0.xn/
; 	 2 Œ0; 1=3/;

xnC1 D xn � H.G.xn//.F.xn/=F0.xn//; n � 0;

(8.31)

where H.z/ is defined in (8.3) with A0 D 1 and A1 D A2 D 1=2, has order of
convergence at least four and the computations of F and F0 are only used. The
corresponding efficiency index is EI D 41=4, the same one as for Newton’s method.
But if 	 D 0, then EI D 41=3, which is better than Newton’s one and any one-point
iterative process.

Example 1 We can now observe the behaviour of some iterations of (8.31) when
they are applied to approximate the solution x� D 1:93345 : : : of the Kepler’s
equation given by F.x/ D x � sin x � 1 D 0. Two methods are applied: the
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Table 8.3 Errors kxn � x�k1 for Kepler’s equation

n Newton’s method Jarratt’s method The modified Euler method

1 5:47903 : : : 5:80236 : : : 5:80294 : : :

2 4:12344 : : : 1:40564 : : : 1:69131 : : :

3 2:62048 : : : 1:81252 : : : � 10�2 6:66613 : : : � 10�3

4 2:03342 : : : 5:54837 : : : � 10�9 2:35076 : : : � 10�11

5 1:74269 : : : � 10�1 5:00598 : : : � 10�35 3:62880 : : : � 10�45

6 1:23779 : : : � 10�2

7 5:21929 : : : � 10�5

8 9:38826 : : : � 10�10

9 3:03777 : : : � 10�10

10 3:18048 : : : � 10�38

Table 8.4 The
computational order of
convergence �

n Jarratt’s method The modified Euler method

2 3:06885 : : : 4:49111 : : :

3 3:44737 : : : 3:51498 : : :

4 3:99818 : : : 4:00023 : : :

5 3:99999 : : : 4:00000 : : :

ones obtained from (8.31) when the third-order methods considered in (8.6) are
the Super-Halley and the Euler methods, along with the value 	 D 0, which are
respectively the Jarratt method [3] and the modified Euler method. From the starting
point x0 D 15, we have obtained the errors given in Table 8.3, where 50 significant
digits and the stopping criterion kxn � x�k1 < C � 10�50 are used. Observe in
Table 8.3 that iterations (8.31) are competitive if they are compared with the usual
fourth-order iteration, the two steps of the Newton’s method, whose values are
written in bold. In addition, the computational cost is reduced.

To finish, we can see in Table 8.4 that the computational order of convergence
(see [33])

� 	 ln j.xn � x�/=.xn�1 � x�/j
ln j.xn�1 � x�/=.xn � x�/j (8.32)

of both methods is closed to four, so that it agrees with the order of convergence at
least four of the methods.

Now, taking now into account that the series
P

k�0 Akzk, has radius of conver-
gence r, then

QH. QG.x// D
X
k�0

Ak QG.x; y/k 2 L .˝;˝/
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if k QG.x/k < r. So, iteration (8.31) can be extended to Banach spaces as follows:

8̂
<̂
ˆ̂:

x0 given;
yn D xn � �nF.xn/;
G.xn/ D �n

�
F0 �xn C 2�3	

3
.yn � xn/

� � F0 .xn C 	.yn � xn//
�
; 	 2 Œ0; 1=3/;

xnC1 D yn C H.G.xn//.yn � xn/; n � 0;
(8.33)

where �n D ŒF0.xn/��1, H.z/ D P
k�1 Akzk, A1 D A2 D 1=2, Ak 2 RC, for k � 3.

In all the cases, the operator H W L .˝/ ! L .˝/ is represented by the

corresponding analytical operator; as for example, H.G.x// D �
I � 1

2
G.x/

��1
for

the Halley method,H.G.x// D IC 1
2
G.x/ ŒI � G.x/��1 for the Super-Halley method,

etc.
For finite situations, H.z/ D Pm0

kD1 Akzk, the most commonly used, we realize
a study of the computational cost for iteration (8.33). Starting at xn, for the finite
dimensional case, the computation of the .n C 1/-step of (8.33) proceeds as
follows:

1. Stage: Compute one LR-decomposition of F0 by the Gaussian elimination.
2. Stage: Solve the linear system: F.xn/C F0.xn/˛n D 0.
3. Stage: Solve the linear systems: F0.xn/ˇn�F0 �xn C 2�3	

3
˛n
�CF0.xnC	˛n/ D 0.

4. Stage: Calculate:

�n D 3

2.1� 3	/
ˇn

�
1

2
I C 3

2.1 � 3	/ˇn
�
1

2
I C 3

2.1� 3	/ˇn

�
�
A3I C

�
� � �
�
Am0�1I C 3

2.1� 3	/
Am0ˇn

�����
˛n:

5. Stage: Set xnC1 D yn C �n.

Observe that the linear systems considered above have the same associated matrix
and then we only need one LR-decomposition of the matrix F0.xn/ in each step.

The efficiency of higher order methods such as (8.33) is compared with its
classical predecessor in Table 8.5. Observe that methods given in (8.33) are always
superior.

Table 8.5 Computational cost, order and efficiency index

Method Order Ev. of F Ev. of F0 Ev. of F00 LR EI

The Halley method 3 1 1 1 2 31=3

The Super-Halley method 3 1 1 1 2 31=3

(8.33) with 	 D 1=4 and m0 D 10 4 1 3 0 1 41=4

(8.33) with 	 D 2=3 and m0 D 4 4 1 2 0 1 41=3
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Table 8.6 Computational cost, order and efficiency index

Method Order Ev. of F Ev. of F0 LR EI

Two steps of Newton’s method 4 2 2 2 41=4

(8.33) with 	 D 0 and m0 D 2 4 1 2 1 41=3

(8.33) with 	 D 2=3 and m0 D 5 4 1 2 1 41=3

On the other hand, iterations (8.33) must be compared with Newton’s method (if
two steps of Newton’s method as one step of a fourth order method is considered).
As we can see in Table 8.6, iterations (8.33) are competitive when they are even
compared with a classical method of order four.

To obtain a semilocal convergence result for iterations (8.33) with at least R-order
of convergence four, the following conditions of the Kantorovich type are usually
required: Let x0 2 ˝ and suppose that there exists �0 D ŒF0.x0/��1 2 L .Y;X/ at
x0. We also assume that F has continuous third-order Fréchet-derivative on˝ and

(i) k�0k � ˇ.
(ii) ky0 � x0k D k�0F.x0/k � �.

(iii) kF00.x/k � M; x 2 ˝ .
(iv) kF000.x/k � N; x 2 ˝ .
(v) kF000.x/� F000.y/k � Kkx � yk: x; y 2 ˝ .

We now denote a0 D Mˇ�, b0 D Nˇ�2, c0 D Kˇ�3, d0 D f .a0/`.a0; b0; c0/
where �, h and f are given in (8.14) and

`.t; s; r/ D t3

2

�
1C 1

4
.1C t�.t//2

�
C
�
1

4
C 9	2 � 6	 C 2

12
.1 � 3	/

�
ts

C
�
1C .2 � 3	/3

18
C 3	3

2.1� 3	/
�

r3

12

C
�
t C 3	 C .2 � 3	/

2.1 � 3	/
�X

k�3
Akt

k:

(8.34)

The semilocal convergence of sequence (8.33) now follows from the next
theorem, which is also used to draw conclusions about the existence of a solution
and the domain in which it is located, along with some a priori error bounds, which
lead to iteration (8.33) converges with R-order of convergence at least four.

Theorem 8 Let X and Y be two Banach spaces and F W ˝ � X ! Y a three times
Fréchet differentiable operator on a non-empty open convex subset ˝ . Let x0 2 ˝

and suppose that all conditions (i)–(v) hold. If a0 < 3r
2.1�3	/ , conditions

a0h.a0/ < 1 and f .a0/
2`.a0; b0; c0/ < 1 (8.35)
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are satisfied and B.x0;R�/ � ˝ , then the sequence fxng, given by (8.33) and
starting at x0, converges with R-order of convergence at least four to a solution
x� of Eq. (8.1), the solution x� and the iterates xn, yn belong to B.x0;R�/. Moreover,
the following a priori error estimates are given

kx� � xnk � h.a0/ � �
4n�1
3

�n

1 � �4
n
�
; n � 0; (8.36)

where � D f .a0/2`.a0; b0; c0/ and � D 1=f .a0/. Moreover, the solution x� of
Eq. (8.1) is unique in ˝0 D B.x0;

2
Mˇ � R�/ \˝ provided that R < 2=a0.

8.6.1 Application

We now provide a numerical test where we apply the convergence result previously
obtained. We consider the following boundary value problem:

8
<
:

d2x.t/

dt2
C 
x.t/1Cp C 
x.t/ D 0; p 2 .0; 1�; 
; 
 2 R;

x.0/ D x.1/ D 0;

(8.37)

where x 2 C2.Œ0; 1�/, t 2 Œ0; 1�. To obtain a numerical solution of (8.37), we first
discretize the problem. Similarly to how we proceeded in Sect. 8.5.1, Eq. (8.37) can
be written as a nonlinear system. So, we define the operator F W Rn�1 ! Rn�1 by

F.x/ D Ax C ˚.x/; (8.38)

where

A D

0
BBBBBBB@

�2 1 0 � � � 0

1 �2 1
: : :

:::

0
: : :

: : :
: : : 0

:::
: : : 1 �2 1

0 � � � 0 1 �2

1
CCCCCCCA
; ˚.x/ D h2

0
BBBBBB@


x1Cp
1 C 
x1


x1Cp
2 C 
x2

:::


x1Cp
n�2 C 
xn�2


x1Cp
n�1 C 
xn�1

1
CCCCCCA

and x D .x1 : : : ; xn�1/t. Notice that the operator F0 satisfies a Hölder continuity
condition

F0.x/.u/ D �
A C h2

�

D0.x/C 
.1C p/Dp.x/

��
u; 8u 2 Rn�1;
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where we have denoted by Dk.x/ the diagonal matrix with the components of the
vector .xk1; : : : ; x

k
n�1/t, and F00.x/ is a bilinear operator defined by

F00.x/.u; v/ D 
.1C p/ph2

0
BBB@

xp�1
1 u1v1
xp�1
2 u2v2
:::

xp�1
n�1un�1vn�1

1
CCCA ; 8u; v 2 Rn�1:

Initially, we consider Theorem 8. Observe that this theorem is important from the
point of view of the R-order of convergence and the error estimates. If we choose
p D 1, 
 D 6=5 and 
 D 0 in (8.37), the boundary value problem is reduced to the
following:

8
<
:

d2x.t/

dt2
C 6

5
x.t/2 D 0;

x.0/ D x.1/ D 0:

(8.39)

We now approximate the solution of the equation F.x/ D 0 by Jarratt’s method
[3], which is (8.33) with A0 D 1;Ak D 1=2, for all k 2 N, and 	 D 0. To prove the
convergence of this method to a solution of the equation, we choose n D 10 and the
initial approximation u0 D 50 sin.�x/, so that

u0 D

0
BBBBBBBBBBBBB@

15:4508 : : :

29:3892 : : :

40:4508 : : :

47:5528 : : :

50

47:5528 : : :

40:4508 : : :

29:3892 : : :

15:4508 : : :

1
CCCCCCCCCCCCCA

;

and after two iterations by Jarratt’s method, we have

u.2/2 D

0
BBBBBBBBBBBBB@

3:00096 : : :

5:90333 : : :

8:42350 : : :

10:1647 : : :

10:7862 : : :

10:1647 : : :

8:42350 : : :

5:90333 : : :

3:00096 : : :

1
CCCCCCCCCCCCCA

:
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We then choose u.2/2 as the initial iteration x0 for Theorem 8, so that the hypotheses of
Theorem 8 are now satisfied. Taking into account 50 significant digits, the following
values of the involved parameters are obtained:

ˇ D 11:4670 : : : ; � D 0:934856 : : : ; M D 0:024; N D 0; K D 0;

so that, the domain of existence and uniqueness of solutions of equation F.x/ D 0

are respectively B.x0; 1:14054 : : :/ and B.x0; 6:20093 : : :/. The numerical solution
of (8.39), shown in Table 8.7, is obtained after five iterations by Jarratt’s method.

Next, in Fig. 8.13, the approximations (continuous lines) and the numerical
solution (discontinuous line) of (8.39) are interpolated to obtain the approximated
solution of (8.39).

Moreover, Table 8.8 shows in the first two columns the error estimates ku.i/n �
x�k1 obtained with the stopping criterion ku.i/n � x�k1 < C � 10�50 (i D 1; 2),
where u.1/n and u.2/n denote respectively the approximations obtained by Newton’s
method and Jarratt’s method. To see the behaviour of these error estimates, we have
compared Jarratt’s method with the two steps of Newton’s method, whose R-order
of convergence is at least four. To obtain the error estimates of the two steps of
Newton’s method, we have considered the ones given by Kantorovich in [24] for
Newton’s method, and they are written in bold, and for Jarratt’s method, the ones
given in (8.36). Notice that Newton’s method starts at the fourth iteration, since
the convergence conditions are satisfied from this iteration (see [24]). Observe that

Table 8.7 Numerical
solution of (8.39)

i x�

i i x�

i i x�

i

1 2:70657 : : : 4 9:18820 : : : 7 7:60361 : : :

2 5:32524 : : : 5 9:75972 : : : 8 5:32524 : : :

3 7:60361 : : : 6 9:18820 : : : 9 2:70657 : : :

Fig. 8.13 Approximations to
a solution of Eq. (8.39) by
Jarratt’s method
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Table 8.8 The error estimates ku.i/n � x�k1 and the computational order of convergence

n Newton’s method Jarratt’s method �J

0

1

2 1:14055 : : : 2:90570 : : :

3 4:20955 : : : � 10�2 3:95012 : : :

4 1:86971 : : : 2:68433 : : : � 10�7 4:00007 : : :

5 4:81043 : : : � 10�1 1:30434 : : : � 10�27 4:00000 : : :

6 6:36842 : : : � 10�2

7 2:23232 : : : � 10�3

8 5:48580 : : : � 10�6

9 6:62575 : : : � 10�11

10 1:93310 : : : � 10�20

11 3:29096 : : : � 10�39

our a priori error estimates are competitive. Note also that computational order of
convergence (8.32) for Jarratt’s method (see the last column of Table 8.8), where the
max-norm is used, the R-order of convergence at least four obtained in Theorem 8
is computationally reached.

An important feature of the two steps of Newton’s method is that we can
guarantee its semilocal convergence under the same convergence conditions as for
Newton’s method, for example under mild Newton-Kantorovich conditions, that is,
let x0 2 ˝ , suppose �0 D ŒF0.x0/��1 2 L .Y;˝/ exists at x0, F0 is continuous on˝
and

(c1) k�0k � ˇ.
(c2) ky0 � x0k D k�0F.x0/k � �.
(c3) kF0.x/ � F0.y/k � Kkx � ykp; x; y 2 ˝ , p 2 Œ0; 1�.

We observe that the conditions .i/–.v/ are overly restrictive. In addition, the
family of iterative processes (8.33) only use F’ in its algorithm. So, we now
prove that iterations given in (8.33) are convergent under mild Newton-Kantorovich
conditions (c1)–(c3) as Newton’s method.

Theorem 9 Let X and Y be two Banach spaces and F W ˝ � X ! Y a Fréchet
differentiable operator on a non-empty open convex subset ˝ . Let x0 2 ˝ and

suppose that all conditions (c1)–(c3) hold. If Qa0 <
�

3
2.1�3	/

�p
r, Qa0g.Qa0/p < 1 and

h.Qa0/1Cp Q̀.Qa0/p < 1, where Qa0 D Kˇ�p and Q̀.x/ D x
�
f .x/C g.x/1Cp=2

�
, and

B.x0; QR�/ � ˝ , where QR D g.Qa0/
1�Qd0 and

Qd0 D h.Qa0/ Q̀.Qa0/, then the sequence fxng, given
by (8.33) and starting at x0, converges to a solution x� of Eq. (8.1), the solution x�

and the iterates xn, yn belong to B.x0; QR�/.
We provide a numerical test where we apply the convergence result previously

obtained. We now apply Theorem 9.
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If we choose p D 1=2 and 
 D 
 D 1 in (8.37), then boundary value
problem (8.37) is reduced to the following:

8
<
:

d2x.t/

dt2
C x.t/3=2 C x.t/ D 0;

x.0/ D x.1/ D 0:

(8.40)

To prove the convergence of iterations (8.33) to a solution of (8.40), we discretize
the problem as in the previous boundary value problem. Observe that, in this case,
we cannot apply Theorem 8 to approximate a solution of problem (8.40), since
the second derivative of the operator F.x/ does not exist in the origin, but we can
Theorem 9. We take again n D 10 and u0 D 50 sin.�x/ as initial approximation.
Then

u0 D

0
BBBBBBBBBBBBB@

15:4508 : : :

29:3892 : : :

40:4508 : : :

47:5528 : : :

50

47:5528 : : :

40:4508 : : :

29:3892 : : :

15:4508 : : :

1
CCCCCCCCCCCCCA

and after two iterations by Jarratt’s method, we have

u.2/2 D

0
BBBBBBBBBBBBB@

27:2444 : : :

52:7953 : : :

73:9844 : : :

88:0739 : : :

93:0222 : : :

88:0739 : : :

73:9844 : : :

52:7953 : : :

27:2444 : : :

1
CCCCCCCCCCCCCA

:

We now choose u.2/2 as the initial iteration x0 in Theorem 9, so that the hypotheses
of Theorem 9 are then satisfied. If 50 significant digits are used, we obtain the
following values of the parameters:

ˇ D 29:4665 : : : ; � D 0:114027 : : : ; K D 0:015:
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Table 8.9 Numerical
solution of (8.40)

i x�

i i x�

i i x�

i

1 27:2110 : : : 4 87:9658 : : : 7 73:8937 : : :

2 52:7305 : : : 5 92:9080 : : : 8 52:7305 : : :

3 73:8937 : : : 6 87:9658 : : : 9 27:2110 : : :

Table 8.10 The error
ku.i/n � x�k1 and the
computational order of
convergence

n Newton’s method Jarratt’s method �J

0 42:9080 : : : 42:9080 : : :

1 82:1136 : : : 25:7101 : : :

2 20:5670 : : : 1:14132 : : : � 10�1 3:83272 : : :

3 2:42426 : : : 1:09691 : : : � 10�10 3:99977 : : :

4 4:52774 : : : � 10�2 9:40227 : : : � 10�47 4:00000 : : :

5 1:65341 : : : � 10�5

6 2:20683 : : : � 10�12

7 3:93139 : : : � 10�26

Fig. 8.14 Approximations to
a solution of Eq. (8.40)
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The domain of existence of solutions of equation F.x/ D 0 is therefore
B.x0; 0:156166 : : :/. The numerical solution of (8.40) is given in Table 8.9 and
obtained after four iterations by Jarratt’s method.

After that, in Table 8.10, the errors ku.i/n �x�k1 (i D 1; 2) obtained for Newton’s
method (fu.1/n g) and Jarratt’s method (fu.2/n g) are shown with the stopping criterion
ku.i/n � x�k1 < C � 10�50. We have also added the computational order of
convergence �J for Jarratt’s method, which is closed to four, so that it has been
also reached under mild differentiability convergence conditions.

Finally, the approximations and the numerical solution of (8.40) are interpolated
(continuous lines and discontinuous line, respectively) to obtain the approximated
solution of (8.40), see Fig. 8.14.
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Chapter 9
Measures of the Basins of Attracting n-Cycles
for the Relaxed Newton’s Method

J.M. Gutiérrez, L.J. Hernández, Á.A. Magreñán, and M.T. Rivas

Abstract The relaxed Newton’s method modifies the classical Newton’s method
with a parameter h in such a way that when it is applied to a polynomial with
multiple roots and we take as parameter one of these multiplicities, it is increased
the order of convergence to the related multiple root.

For polynomials of degree three or higher, the relaxed Newton’s method may
possess extraneous attracting (even super-attracting) cycles. The existence of such
cycles is an obstacle for using the relaxed Newton’s method to find the roots of the
polynomial. Actually, the basins of these attracting cycles are open subsets of C.

The authors have developed some algorithms and implementations that allow
to compute the measure (area or probability) of the basin of a p-cycle when it is
taken in the Riemann sphere. In this work, given a non negative integer n, we use
our implementations to study the basins of non-repelling p-cycles, for 1 � p �
n, when we perturb the relaxing parameter h. As a consequence, we quantify the
efficiency of the relaxed Newton’s method by computing, up to a given precision,
the measure of the different attracting basins of non-repelling cycles. In this way, we
can compare the measure of the basins of the ordinary fixed points (corresponding
to the polynomial roots) with the measure of the basins of the point at infinity and
the basins of other non-repelling p-cyclic points for p > 1.
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9.1 Introduction

Given a complex polynomial q, the associated Newton’s iteration map is the rational
map

Nq W bC ! bC; Nq.z/ D z � q.z/

q0.z/

and the iteration map associated to the relaxed Newton’s method is given by

Nq;h W bC ! bC; Nq;h.z/ D z � h � q.z/

q0.z/
;

where h is a complex parameter and bC D C [ f1g where C is the field of complex
numbers. Newton’s method and the the relaxed Newton’s method are two well-
known iterative processes for solving nonlinear equations. Starting at an initial
seed z0 2 C, both methods define sequences that, under appropriate conditions,
converge to one of the roots of the polynomial q. For Newton’s method all the roots
are super-attracting fixed points of Nq. However, for the relaxed Newton’s method,
the character of the roots as fixed points of Nq;h depends on h and could be even
repelling. In addition, 1 is always a repelling fixed point for Newton’s method
whereas it could become an attracting fixed point for the relaxed Newton’s method
depending on the values of h.

For quadratic polynomials, the dynamical behavior of Newton’s method is
completely understood since the studies of Cayley and Schröder at the end of the
nineteenth century. In fact, it is equivalent to the dynamics of the map z 7! z2

in the Riemann sphere. For polynomials of degree three or higher, the behavior
of Newton’s method is more complicated because it may possess extraneous
attracting (even super-attracting) cycles. The study of Newton’s method applied
to cubic polynomials can be reduced, via conjugation with an adequate Möbius
transformation, to the study of a one-parameter family of polynomials. For instance,
in [5, 10] the one-parameter family of cubics q
.z/ D z3 C .
 � 1/z � 
; 
 2 C is
considered. It can be shown that there exist values of the parameter 
 such that the
Newton’s map for q
, denoted by Nq
 , has super-attracting cycles. The existence of
such cycles, of course, forms a barrier to using Newton’s method to find the roots of
the polynomial, as their basins will be open subsets of C.

There are also some results, see [3], that prove that given r distinct points in C,
there exists a polynomial q.z/ of degree at most r C 1 so that the corresponding
Newton’s map, or even the relaxed Newton’s map, for q.z/ has the given points as
a super-attracting cycle. This improves the result in [13], which shows how to find
such a polynomial of degree 2r.

The basin of attraction is a classical topic in dynamical systems (see [1] or [2] for
instance). Roughly speaking, the basin of attraction related to an attractor is the set
of initial points whose orbits converge to such attractor under the action of a given
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iteration function f . The basin of attraction related to a p-cycle fz0; : : : ; zp�1g is the
union of the basins of each zi, i D 0; : : : ; p � 1 obtained under the action of f p.

In this work, given a non negative integer n and a rational map f , we have
developed some algorithms and implementations to study the basins of p-cyclic
points for 1 � p � n. In these algorithms, we consider the spherical multiplier
instead of the absolute value of the standard multiplier. For a given rational map f ,
the spherical multiplier sm. f / has the advantage that is a real bounded function and,
moreover, the spherical multiplier of a p-cyclic point agrees with the absolute value
of the standard multiplier. Therefore we can divide the p-cyclic points Cp. f / of a
rational function f as the disjoint union

Cp. f / D C0p. f /[ C.0;1/p . f /[ C1p. f / [ C.1;1/
p . f /

of super-attracting points, attracting and non-super-attracting points, indifferent
points and repelling points depending if sm. f /.x/ D 0, 0 < sm. f /.x/ < 1,
sm. f /.x/ D 1 or sm. f /.x/ > 1, x 2 Cp. f /. Note that the attracting p-cyclic points
are given by sm. f /.x/ < 1; x 2 Cp. f / and the non-repelling p-cyclic points by
sm. f /.x/ � 1; x 2 Cp. f /. We use different type of algorithms:

1. We give an spherical plot with the different basins of non-repelling p-cyclic
points for 1 � p � n.

2. Our study also contains an interesting implementation which gives the measure
(up to a given precision) of the different basins of non-repelling p-cyclic points
for 1 � p � n.

3. We also give a plot with the different repelling p-cycles, 1 � p � n, which
approaches the Julia set of a rational function and a different algorithm is used
to obtain neighborhoods at the Julia set by taking the spherical multiplier of
iterations of the rational map at a point of the sphere.

4. For a given uniparametric family of rational maps, the parameter planes are
divided in regions having attracting p-cycles with the same p. This method also
gives the different values of the non negative integer p, 1 � p � n, such that the
corresponding rational map has an attracting p-cycle.

One of the objectives of this work is to present a brief description of these
algorithms and implementations and to give some applications of these tools for the
study of the dynamic of the relaxed Newton’s method when it is applied to cubical
polynomials and the relaxed parameter is perturbed.

In order to study the applications of these algorithms we consider the following
notation:

Let C�1
p .Nq;h/ be the set of non-repelling p-cycles of the rational function

obtained when relaxed Newton’s method with complex parameter h is applied to
a fixed polynomial q.z/.

Let B�1
p .Nq;h/ be the union of the attracting basins of non-repelling p-cycles and

A�1
p .Nq;h/ is the area of B�1

p .Nq;h/. When we divide the area by 4� (the area of
the unit 2-sphere), we have a measure that can be interpreted as the probability
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of a point to converge to an attracting p-cycle. In this way, we also consider the
probability P�1

p .Nq;h/ D A�1
p .Nq;h/=4� .

Since the point at infinity, 1, is also a fixed point for Newton’s method, for
p D 1 we denote C�1

1 . 6D1/
.Nq;h/ D C�1

1 .Nq;h/ n f1g, B�1
1 . 6D1/

.Nq;h/ the union
of the basins of the attracting finite fixed points. We shall use the following
notation P�1

1 . 6D1/
.Nq;h/ D A�1

1 . 6D1/
.Nq;h/=4� , where A�1

1 . 6D1/
.Nq;h/ is the area of

B�1
1 . 6D1/

.Nq;h/.

In this study, the probability P�1
1 . 6D1/

.Nq;h/ is called the initial efficiency of the
method Nq;h. The more favorable behavior for a numerical method as a root-finder
is attained when the initial efficiency is equal to 1. But when this coefficient is
strictly less than 1, it is also interesting to know what is the dynamical reason of this
phenomenon. In fact, we distinguish two situations:

1. For values h such that P�1
1 . 6D1/

.Nq;h/ < P�1
1 .Nq;h/, the area of the basin of the

point at infinity is not zero.
2. If P�1

1 .Nq;h/ <
P1

pD1 P�1
p .Nq;h/, the area of the basins of some non-repelling

p-cycles for p > 1 is not zero.

Note that for both Newton’s and the relaxed Newton’s methods, the only extraneous
fixed point (a fixed point that is not a root of the polynomial) is 1. This situation
changes if we consider other iterative algorithm, as Chebyshev’s method, that could
introduce extraneous fixed points. In this case, the notion of initial efficiency must
consider also this situation.

For a given polynomial q.z/ and the corresponding uniparametric family of
iteration functions Nq;h.z/, derived from the relaxed Newton’s method, we are
interested in the following questions:

1. To analyze the existence of attracting p-cycles. We can do it, by drawing the
parameter plane for h 2 C. For each critical point, the plane is divided into
different disjoint regions associated to each value of the non-negative integer p.

2. To give a graphic study of the evolution of the basins and its bifurcations when
the parameter h runs on an interval of real numbers containing the value 1, which
correspond to the classical Newton’s method,

3. To compute the measure of the basins of the fixed points and the non-repelling
p-cyclic points, for different values of h.

4. To analyse the inequalities of the initial efficiency

P�1
1 . 6D1/

.Nq;h/ � P�1
1 .Nq;h/ �

1X
pD1

P�1
p .Nq;h/ � 1

as a function of the parameter h.
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9.2 Mathematical Framework

We refer the reader to [8] for a more detailed description of the mathematical
framework that we have used to develop and to implement the algorithms employed
in this work. Nevertheless, in order to make the study as more self-contained as
possible, we include a brief summary with some definitions, notations, basic tools
and known results.

9.2.1 Discrete Semi-flows on Metric Spaces and Basins

Let .X; d/ be a metric space with metric d. Given a discrete semi-flow induced by
a continuous map f WX ! X, the triple .X; d; f / will be called metric discrete semi-
flow. Given an integer n � 0, f n denotes the nth composition f ı � � �ı f and f 0 D idX .

Let X D .X; f / be a discrete semi-flow. A point x 2 X is said to be a fixed point if,
for all n 2 N, f n.x/ D x; x is said to be a periodic point if there exists n 2 N, n ¤ 0,
such that f n.x/ D x and x is said to be a p-cyclic point if f p.x/ D x and f p�1.x/ 6D x.
The subset of fixed points of a discrete semi-flow .X; f / will be denoted by Fix. f /,
the subset of periodic points by P. f / and the subset of p-cyclic points by Cp. f /.

Next we introduce a notion of end point based on the existence of the metric d;
for other notions and properties of end points of a dynamical system, we refer the
reader to [6, 7].

Definition 1 Given a metric discrete semi-flow X D .X; d; f /, the end point space
of X is defined as the quotient set

˘.X/ D f. f n.x//n2N j x 2 Xg
� ;

where, given x; y 2 X, . f n.x// � . f n.y// if and only if

.d. f n.x/; f n.y///
n!C1

�� 0:

An element a D Œ. f n.x//� 2 ˘.X/ is called an end point of the metric discrete
semi-flow X.
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Note that, if a 2 Cp. f /, we can interpret that a is an end point of the form
Na D Œ.a; f .a/; f 2.a/; � � � ; f p.a/ D a; f pC1.a/ D f .a/; � � � /� 2 ˘.X/.

We can define the natural map

!WX ! ˘.X/

given by !.x/ D Œ. f n.x//� D Œ.x; f .x/; f 2.x/; : : : /�.
The map ! allows us to decompose any metric discrete semi-flow in the way

shown below.

Definition 2 Let X be a metric discrete semi-flow. The subset denoted by

B.a/ D !�1.a/; a 2 ˘.X/

is called the basin of the end point a.
There is an induced partition of X given by

X D
G

a2˘.X;d/
B.a/;

which will be called !-decomposition of the metric discrete semi-flow X.

9.2.2 Basins of Rational Functions on the Riemann Sphere

Let S2 D f.r1; r2; r3/ 2 R
3 j r21 C r22 C r23 D 1g be the unit 2-sphere, OC D C [ f1g

the Alexandroff compactification of C and P1.C/ the complex projective line. The
stereographic projection and the change from homogenous to absolute coordinates
(explicit formulas can be seen in [8]) give the canonical bijections:

We recall that a surface with a 1-dimensional complex structure is said to be a
Riemann surface and a Riemann surface of genus 0 is said to be a Riemann sphere.
Since P1.C/ has a canonical structure of 1-dimensional complex manifold, we can
use the bijections above, to give to S2 and OC the structure of a Riemann sphere.

Let 'WC ! C be a rational function of the form '.u/ D a
F.u/

G.u/
, where a 2 C,

a ¤ 0, F.u/;G.u/ 2 CŒu� are monic polynomials and F and G have not a common
root. The complex function '.u/ D F.u/

G.u/ has a canonical extension 'CW OC ! OC
applying the roots of G.u/ D 0 to 1 and 'C.1/ 2 f1; 0; ag. The value 'C.1/

depends on the degrees of F and G.
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The bijection 	 W P1.C/ ! OC induces the map gW P1.C/ ! P1.C/ defined by
g D 	�1'C	 , which is expressed in homogeneous coordinates as follows:

g.Œz; t�/ D ŒF1.z; t/;G1.z; t/�;

where F1;G1 2 CŒz; t� are homogeneous polynomials, with the same degree of
homogeneity, such that F1.z; 1/ D F.z/ and G1.z; 1/ D G.z/, z 2 C.

In a similar way, we can consider the bijection Q	 and the map f D Q	�1'C Q	 to
obtain a discrete dynamical system on the 2-sphere .S2; f /. In all cases, it is said that
the maps '; 'C; g; f are rational maps.

We also recall that one has two natural metrics on S2, on the one hand, since S2

is a subspace of R3, the usual Euclidean metric of R3 induces the Euclidean metric
dE on S2, which is called the chordal metric; on the other hand, we have as well
that S2 inheres a Riemannian metric dR from the canonical Riemannian structure of
S2 � R

3. The connection between Riemannian metric dR and Euclidean metric dE

on S2 is given by the expression:

dE.x; y/ D 2 sen

�
dR.x; y/

2

�
; x; y 2 S2:

Using the bijections Q	; 	 , one can translate these metric structures from S2 to
OC and P1.C/ to obtain metric spaces .S2; d/, . OC; d1/ and .P1.C/; d2/, where d
can be taken either the chordal metric dE or the Riemannian metric dR. Note that
Q	 , 	 are isometries and the discrete dynamical systems .S2; d; f /, . OC; d1; 'C/ and
.P1.C/; d2; g/ are isomorphic.

In this work, we consider the metric discrete semi-flow .S2; dE; f / induced by a
rational map f , the map !W S2 ! ˘.S2; dE/ given by !.x/ D Œ.x; f .x/; f 2.x/; : : : /�,
x 2 S2, and the corresponding !-decomposition of the 2-sphere as a disjoint union
of basins of end points.

9.2.3 Spherical Multipliers

Recall that if .V; <;>V/ and .W; <;>W/ are Euclidean vectorial spaces provided
with an escalar product and the corresponding norm kvkV D< v; v >

1
2 , then the

norm of a linear transformation T W V ! W is defined by

kTk D supfkT.v/kW j kvkV � 1g:
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We note that for the real vectorial space V D C and the usual escalar product, a
complex linear map T W C ! C of the form T.z/ D 
z can also be taken as a real
linear endomorphism of a 2-dimensional real vectorial space. In this case is clear
that kTk is the absolute values of 
.

Since S2 has a canonical Riemannian structure, if f W S2 ! S2 is a rational
function, one has that for a given point x 2 S2, there is an induced linear
transformation Tx. f /WTx.S2/ ! Tf .x/.S2/ on the Euclidean tangent spaces at x and
f .x/ of the Riemannian manifold S2.

Then, the spherical multiplier of a rational function f W S2 ! S2 at a point x 2 S2

is given by

sm. f /.x/ D kTx. f /k :

We remark the following facts: (1) if x is a p-cyclic point, the spherical multiplier
of f p at x agrees with the absolute value of the standard multiplier of .'C/p at Q	.x/ 2
OC, 'C D Q	 f . Q	/�1; (2) the spherical multiplier is a bounded function from the 2-
sphere to R (notice that the standard multiplier in general is not a bounded function).

If sm. f /.x/ D 0 and x is a p-cyclic point, it is said that x is a super-attracting
p-cyclic point; if 0 < sm. f /.x/ < 1, x is said to be an attracting p-cyclic point; if
sm. f /.x/ D 1, x is an indifferent p-cyclic point and when sm. f /.x/ > 1, x is said
to be a repelling p-cyclic point. In this work, for X 2 fS2; OC;P1.C/g, we focus on
the study of the subset C�1

p . f / � Cp. f / of non-repelling p-cyclic points and its
corresponding attraction basins.

9.2.4 Lebesgue Measures on the 2-Sphere

Recall that a spherical triangle ABC is formed by connecting three points on the
surface of a 2-sphere with great arcs, so that these three points do not lie on a great
circle of the sphere. The angle †A at the vertex A is measured as the angle between
the tangents to the incident sides in the vertex tangent plane. Note that a pair of
unitary tangent vectors at a vertex determines a canonical arc in the unit 1-sphere
S1 contained in the tangent plane to the 2-sphere at this vertex and we can find the
measure (angle) of this arc. If we put the condition that each angle of the triangle
is smaller than � , we can avoid a possible ambiguity between the triangle or its
complement on the 2-sphere.

Let ABC be a spherical triangle and let ABCD be a spherical quadrilateral on a
2-sphere of radius R with angles at vertexes smaller than � . Then, the non-negative
real number .†A C †B C †C � �/ is called the excess of the spherical triangle.
Similarly, the excess of a spherical quadrilateral ABCD is the non-negative real
number .†A C †B C †C C †D � 2�/.
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On the 2-sphere one can introduce a Lebesgue measure using for example a 2-
volumen form induced by its Riemannian structure and, in particular, we have an
induced area for spherical triangles and quadrilaterals.

There is a result known as Girard’s theorem that asserts that the area of an
spherical triangle (or a quadrilateral) is equal to the excess multiplied by R2 and
in the case that R D 1, the area is equal to the excess. We recall that a similar
formula is used in the hyperbolic plane to give the area of a triangle, but in this case
one has to take the defect � � .†A C †B C †C/.

In [8], using consecutive subdivisions of spherical quadrilaterals, an algorithm
have been developed to approach the area (or probability) of any spherical region
that can be approached by spherical quadrilaterals of the subdivisions.

The measure of many regions whose boundary is given by a smooth curve can
be computed in many cases using suitable coordinates and the usual integration
formulas. However, many problems appear when one wants to compute the area of
a region whose frontier is not a smooth curve (for instance, a Julia set). In these
cases, the techniques introduced in [8] are more appropriated for developing some
computational algorithms to give the area or probability of these “more complicated
regions” of the 2-sphere.

9.3 Algorithms for Computing Basins of Non-repelling
Cyclic Points, Measures and Initial Efficiency, Julia Sets
and Attracting Cyclic Points

Along the previous section, we have introduced some mathematical techniques and
basic theoretical aspects necessary to build computer programs with the ability of
representing attraction basins of end points associated to a given rational function.
In this section, we present the algorithms that we have developed to study the basins
induced by a rational function f on the Riemann 2-sphere and other algorithms to
complement our dynamical study. We can complement these algorithms with the
ones given by Chicharro–Cordero–Torregrosa [4], Magreñán [11] and Varona [15]
for plotting the basins of attraction of different iterative processes in the complex
plane.

9.3.1 Algorithm 1: Spherical Plots of Basins of Fixed
and Non-repelling Cyclic Points

With the target of finding an end point associated to a point x 2 S2, the rational map
f must be iterated to obtain a finite sequence

.x; f .x/; f 2.x/; f 3.x/; : : : ; f k�1.x/; f k.x//:



220 J.M. Gutiérrez et al.

In this context, we remind that a maximum number of iterations l must be considered
and a certain precision c1 must be prefixed to determine when to stop the iterative
process while programming the function which returns such sequence. That is why
we shall always work with sequences in which k � l. Now we explain how our first
algorithm works. It is divided into several sub-algorithms in the following way.

One of the basic sub-algorithms is based on the notion of Cauchy sequence in
order to stop the iterative process. After each iteration, there will be two possible
cases:

1. If the chordal distance from f k�1.x/ to f k.x/ is lower than 10�c1 , then take as
output the list Œ f k.x/; k�; otherwise, case 2) is applied.

2. If k < l, a new iteration is done and case 1) is applied again; otherwise (if k D l),
then the output Œ f l.x/; l� is taken.

Let us suppose that we know some fixed points fx1; x2; : : : ; xmC1g of a rational
function f .

A second basic sub-algorithm of our program is devoted to decide if a point x is
on the basin of a fixed point xi 2 fx1; x2; : : : ; xmC1g. For a point x 2 S2, consider the
iteration sequence

.x; f .x/; f 2.x/; f 3.x/; : : : ; f k�1.x/; f k.x//:

If there exists a value i 2 f1; : : : ;m C 1g such that the chordal distance from f k.x/
to the fixed point xi is lower than 10�c2 (c2 is non negative integer), then the sub-
algorithm returns .i; k/. Otherwise, k D l and the output must be .0; l/, where l is
the maximum number of iterations which was prefixed beforehand.

It is very important to remark that if we start an iteration using f p instead f , the
fixed points of f p are p-periodic points of f . We use this fact to compute the basins
of a p-cyclic point using all the algorithms developed for fixed points, but using f p

instead f .
We remark that in our algorithms we are working with two tolerances: 10�c1

and 10�c2 . This fact is related with the order of convergence. When the multiplicity
of a fixed point is greater than 1 and the iteration process has finished close to
this multiple fixed point, the distance between the last iterations could be less than
the distance from the last iterated point to the fixed point. These two precision
parameters will be used in order to take into account this possibility.

A basic sub-algorithm associated to a rational function f and an integer n gives
a list of non-repelling 1-cycles, 2-cycles, . . . , and n-cycles. The output for each
non-repelling p-cyclic point a is represented in homogeneous coordinates fz; tg of
a (using the brace notation of Mathematica). The sub-algorithm also gives for each
non-repelling p-cyclic point a its spherical multiplier sm.a/, which verifies that 0 �
sm.a/ � 1.

Combining the above sub-algorithms, the authors have implemented in Mathe-
matica the function:

SphericalPlotNonRepellingCyclesBasins[{P, Q}, untiln, subdivision]
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where P;Q are the numerator and denominator of a rational function. The argument
untiln is a positive integer. For instance, if untiln=3, we can obtain a spherical plot
with the basin of non-repelling 1-cyclic points (fixed points), 2-cyclic points and
3-cyclic points. The argument subdivision is again a non negative integer which
denotes the number of consecutive subdivisions of the standard cubic subdivision of
the sphere. For instance, for subdivision=2, this second subdivision has 6� 42 D 96

spherical quadrilaterals.
Let us illustrate this algorithm with an example. Take the iteration function

'.z/ D P.z/

Q.z/
; P.z/ D .2i=3/.i C p

3/z C ..1 � i
p
3/=6/z4; Q.z/ D 1; (9.1)

and the following parameters untiln=3 and subdivision=8. We obtain an output (see
Table 9.1) consisting in an spherical picture of the basins of non-repelling p-cyclic
points for p D 1; p D 2; p D 3 and a list with information associated to 1-cyclic,
2-cyclic and 3-cyclic points. We have distributed all the output given by function
SphericalPlotNonRepellingCyclesBasins in Table 9.1 as follows: In the first column,
we have an spherical picture with basins of different colors associated to non-
repelling p-cyclic points (p 2 f1; 2; 3g); in the second column, p runs from 1 to
untiln=3; in the third column, we have some color palettes and in the last column we
can find the different non-repelling cyclic points for p D 1, p D 2 and p D 3. In this
case, we obtain for p D 1 one non-repelling 1-cyclic point, for p D 2 an empty list
of non-repelling 2-cyclic points and for p D 3 three non-repelling 3-cyclic points.

In this example, the point at infinity a11 D f1; 0g has spherical multiplier
sm. f /.a11/ D 0:, where f D Q	�1'C Q	 . The fixed point a11 is a super-attractor and
the grey is its associated color. In the spherical picture, all the grey points are in the
basin of the non-repelling 1-cyclic point a11. We remark that in the first palette of
the third column it also appears the black color. In our algorithm, the black color
is associated either to points that do not belong to the union of the basins of non-
repelling 1-cycles, 2-cycles and 3-cycles or to points where the iteration process

Table 9.1 Output coming from our first algorithm

Basins Colors Non-repelling cyclic points

Complement

p D 1 {0., {1, 0}}

p D 2 { }

p D 3 f9:46228 � 10�15; f1:; 1gg
f5:74839 � 10�14; f�0:5C 0:866025 � i; 1gg
f5:74839 � 10�14; f�0:5� 0:866025 � i; 1gg

We can see the basins of non-repelling p-cycles for 1 � p � 3 for the iteration function given
in (9.1)
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has reached the maximum limit previously prefixed and the distance between the
last two iterated points is greater than the precision 10�c1 . In this example the
black color does not appear in the spherical picture. This means that the unique
points that could have black color are in the Julia set (the boundary of one of the
basins), but in this case the area of this Julia set is zero; that is, they probability
to appear in the spherical picture is zero. In the second row appears “Null” and
an empty list. This means that for this rational function there are no repelling 2-
cycles. In the third row, we can see a palette with three colors and three points
a31 D f1:; 1g, a32 D f�0:5 C 0:866025i; 1g, a33 D f�0:5 � 0:866025i; 1g whose
spherical multiplier is zero (up to precision 10�14). These 3-cyclic points are super-
attractors and the corresponding three colors have been used to give color to their
corresponding spherical basins.

Each p-cyclic point a generates an end point Qa D Œ. f k.a//k2N�. Then, for a given
integer n, one has the induced decomposition of the 2-sphere S2 D .S2 n Dn/ [ Dn,
where Dn is the union of basins of non-repelling cyclic points:

Dn D

0
B@

G

a2C�1
1 . f /

!�1.Qa/

1
CA [ � � � [

0
@ G

a2C�1
n . f /

!�1.Qa/
1
A :

For a more detailed description of the initial version of these graphic algorithms,
see [9]. Here we can find some implementations in Sage and inMathematica of these
algorithms. The main difference of the present algorithms and implementations
with the previous versions is that now the repelling p-cyclic points are removed.
Then only the calculuses to compute the basins of non-repelling p-cyclic points
are considered. This fact produces faster algorithms. Moreover, the present version
gives, in the same spherical plot, the basins of p-cyclic points for all different values
of p between 1 and a chosen n.

9.3.2 Algorithm 2: Areas of the Basins of End Points
Associated with Non-repelling Cyclic Points

In order to compute the measure of a region contained in the 2-sphere, we have
used a cubical structure of the 2-sphere and a procedure to construct consecutive
subdivisions of the initial cubic structure. For each p, 1 � p � n, and for a given
point a in the interior of a 2-cube of the cubical subdivided structure of the sphere,
the algorithm iterates f p to give the sequence f p.a/; . f p/2.a/; . f p/3.a/; � � � . This
process stops when either the distance of the last two points is less than a prefixed
precision 10�c1 or when the prefixed superior limit of iterations has been reached.
For each non-repelling p-cyclic point these processes are used to construct a cubic
sub-complex that approaches its basin, and the area of this cubic sub-complex is
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Table 9.2 Output of our second algorithm: areas of basins of non-repelling p-cycles for 1 � p � 3

for the iteration function given in (9.1)

Colors Non-repellling cyclic points Areas

Complement 2:86349 � 10�12

p D 1 {0., {1, 0}} 7:92117

p D 2 { }

p D 3 f9:46228 � 10�15; f1:; 1gg 1:5462

f5:74839 � 10�14; f�0:5C 0:866025i; 1gg 1:5495

f5:74839 � 10�14; f�0:5� 0:866025i; 1gg 1:5495

computed. For a higher subdivided cubic structure, the area of this sub-complex
is a good approximation of the area of the basin of the given non-repelling p-
cyclic point. Moreover, the area of the complement of all these cubic sub-complexes
approaches the area of the complement of the union of these basins in the 2-sphere.

The authors have implemented in Mathematica the function:

AreaComplementInftyNonRepellingCyclicPoints[{P, Q}, untiln,
iter, precpoints, precroots, subdivision]

For the same example (9.1) and the following parameters

AreaComplementInftyNonRepellingCyclicPoints[{P, Q}, 3, 50, 3, 3, 6]

the following output is obtained (see Table 9.2):

{2.86349*10^-12, {{7.92117}, {}, {1.5495, 1.5495, 1.5462}},
{{{0., {1, 0}}}, {}, {{5.74839*10^-14, {-0.5 - 0.866025 I, 1}},
{5.74839*10^-14, {-0.5 + 0.866025 I, 1}}, {9.46228*10^-15, {1., 1}}}}}

9.3.3 Algorithm 3: The Julia Set of a Rational Function
in the Riemann Sphere

Our approach to the Julia set of a rational function is based in two different
algorithms: the first method compute repelling p-cyclic points, 1 � p � n (the
Julia set is the closure of the set of repelling cyclic points); the second procedure
looks for points x 2 S2 such that sm. f p/.x/ > 1.

The first algorithm has been implemented by the Mathematica function

SphericalPlotRepellingCycles[{P, Q}, n]

that can been executed using two arguments: the numerator and denominator of the
rational function fP;Qg and the upper bound n. For instance, the rational function
P=Q D 2z=� .1C 3z2/ is obtained when the relaxed Newton’s method is applied to
the polynomial z3 C z for the relaxing parameter h D 3. Taking the first argument
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Table 9.3 Spherical plots of repelling p-cyclic points for 1 � p � n, the relaxed Newton’s method
with h D 3, n D 3; 4; 5; 6 and polynomial z3 C z

n D 3 n D 4 n D 5 n D 6

the pair of polynomials P.z/ D 2z, Q.z/ D �.1 C 3z2/, we can see in Table 9.3
the graphic output corresponding to four executions of the Mathematica function
related to the values of the second argument n 2 f3; 4; 5; 6g. In the corresponding
plot each p has an associated color; for example, the green color corresponds to
repelling 6-cyclic points, the red color is for 5-cyclic points, et cetera. In this case,
one can see that the repelling p-cyclic points are contained in a great circle of the
unit sphere and therefore this suggests that the corresponding Julia set is this great
circle.

The algorithm SphericalPlotRepellingCycles has to deal with rational functions
of high degree and this increases the execution time. To avoid this difficulties we
also have developed the implemented Mathematica function

SphericalPlotNeigborhoodsRepellingCycles[{P, Q}, ntimes, subdivision]

Given a point x 2 S2 and a rational function f W S2 ! S2, we can consider the
finite sequence

.x; f .x/; f 2.x/; f 3.x/; : : : ; f p�1.x//

and we can take the spherical multiplier:

kTx. f p/k D kTx. f /k


Tf .x/. f /



 � � �

Tfp�1.x/. f /




Note that if x is a repelling p-cyclic point, one has that kTx. f p/k > 1 and this in-
equality holds in a small neighborhood at x. Using this property of the spherical
multiplier and subdivisions of the canonical cubic structure of the 2-sphere we
can find neighborhoods of repelling p-cyclic points; that is, neighborhoods at the
Julia set contained in S2. Using the formula above, we can compute the spherical
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Table 9.4 Small
neighborhoods (non black
color) of the Julia set of the
relaxed Newton’s method
applied to z3 C z for h D 1

and h D 3

h D 1 h D 3

multiplier of f p at a point x 2 S2 without computing rational functions of higher
degree.

We can see in Table 9.4 graphical outputs which correspond to Julia sets of
rational functions obtained when the relaxed Newton’s method is applied to the
polynomial z3 C z for the values h D 1; 3, respectively; we have taken ntimes D 8

and subdivision D 8. The different colors are assigned depending on the values
of the spherical multiplier; the black color corresponds to the region where the
spherical multiplier is � 1.

Compare the plots given on the right in Tables 9.3 and 9.4. In the first Table,
we have points contained in a great circle and in the second Table we have a small
neighborhood of this great circle.

9.3.4 Algorithm 4: The Parameter Plane

The parameter plane is a well-known technique to graphically and numerically
understand the dynamical behavior of an iteration function [12–14]. It is based on
the classical Fatou’s theorem (see [2], for instance) that ensures that the basin of
each attracting cycle contains at least one critical point. In fact, if the iteration map
is related to a method for finding the roots of a polynomial q.z/, then the study of the
orbits of the free critical points (critical points that are not roots of the polynomial)
plays an important role in the dynamical behavior of such an iteration map. The
parameter plane is used in the following section to study the dynamical behavior of
the relaxed Newton’s method.



226 J.M. Gutiérrez et al.

9.4 Applications of the Algorithms to the Relaxed Newton’s
Method

In this section we apply the algorithms presented in the previous section to the
relaxed Newton’s method applied to a couple of cubic polynomials. In fact, we have
chosen the generic polynomial q1.z/ D z3 C z, with three distinct complex roots,
and the polynomial q2.z/ D .z � 1/2.z C 1/, with a double root and a simple root,
as representative examples of cubic polynomials in order to study the dynamical
behavior of the relaxed Newton’s method. We can see other numerical experiments
related to the relaxed Newton’s method applied to cubical polynomial in [11].

9.4.1 Attracting p-Cyclic Points for the Relaxed Newton’s
Method

The study of the critical points of a rational point and the convergence of the
corresponding postcritical point is applied to find the attracting p-cyclic points.

9.4.1.1 Dynamic of the Relaxed Newton’s Method Applied
to q1.z/ D z3 C z

Let us consider the iteration map obtained by applying the relaxed Newton’s method
to the polynomial q1.z/ D z3 C z:

Nq1;h.z/ D z
�
.3 � h/z2 � h C 1

�

3z2 C 1
: (9.2)

The critical points of Nq1;h.z/ are the solutions of the equation

�
3z2 C 1

�2 � h
�
3z4 C 1

� D 0: (9.3)

In general, for h ¤ 3, there are four complex solutions of (9.3):

cp1.h/ D �
q

� 3
�3Ch �

p
3
p
4h�h2

�3Chp
3

;

cp2.h/ D
q

� 3
�3Ch �

p
3
p
4h�h2

�3Chp
3

;

cp3.h/ D �
q

� 3
�3Ch C

p
3
p
4h�h2

�3Chp
3
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Fig. 9.1 Parameter plane associated to each of the four critical points cpi.h/, i D 1; 2; 3; 4 of the
iteration map (9.2)

and

cp4.h/ D
q

� 3
�3Ch C

p
3
p
4h�h2

�3C
p
3

:

If h D 3, these four solutions collapse in two: ˙1=p3.
As we have said, the study of the orbits of the critical points is crucial in the

dynamical behavior of an iterative method. In concrete, to determinate if there exists
any attracting periodic orbit different to the roots of the polynomial q1.z/, we can
draw the parameter space in terms of h 2 C. In Fig. 9.1, we show the four parameter
planes related to each of the critical points cpi.h/, i D 1; 2; 3; 4.
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A point is painted in cyan if the iteration of the method starting in any of the
critical points converges to the root �i, in magenta if it converges to the root i and
in yellow if the iteration converges to the root 0. Moreover, it appears in green the
convergence to 2-cycles, in red to 3-cycles, in dark blue to fixed point 1 and the
rest of colors are related to the convergence of different p-cycles with p > 3. If after
2000 iterations with a tolerance of 10�6 there is no convergence to a p-cycle, the
pixel of the relaxing parameter is painted in black color.

As a consequence, every point h of the plane with jh�1j > 1 is not a good choice
of h in terms of numerical behavior when the objective is to reach the three roots of
the polynomial.

In Fig. 9.1 we can observe that for every value of h with jh � 1j < 1 the iteration
of every point converges to one of the roots. Moreover, it is clear that for values of
h with jh � 4j < 2 there exists attracting 2-cycles. Inside the circle jh � 3j < 3 but
outside the circles jh � 1j < 1 and jh � 4j < 2 there are other attracting cycles of
length bigger than 2. For jh� 3j > 3 the point at infinity is an attractor and its basin
(taking higher enough number of iterations) cover the 2-sphere.

By using the algorithms described in the previous section, and according
to Fig. 9.1, we can make now a graphical and numerical approach of the areas of
the basins of attraction of the non-repelling cyclic points for the cubical polynomial
z3 C z.

In Tables 9.5 and 9.6 we show the results for a range of representative values
of the parameter h. For this first approach, we have chosen only real values of the
parameter h. For them, we have derived the following conclusions.

If the parameter h is in the circle jh � 1j < 1, the roots of the polynomial q1.z/
are the only attracting fixed points, the basins of the roots cover the 2-sphere and
there are not attracting cycles of length greater than one. For this range of values we
have chosen h D 1 (the classical Newton’s method) and h D 1:5 as representative
ones for the tables, but other values of h have been also considered. In fact, we have
checked that when jh � 1j tends to 1, the spherical multipliers of the fixed points
tend to 1.

From a dynamical point of view, h D 2 is an interesting value, because a
bifurcation happens in it. When h D 2, all of the three roots are indifferent and
there are not non-repelling cyclic points for p > 1. The graphic approach for h D 2

has a very slow convergence to the indifferent fixed points and a higher number
of iterations of the associated rational function is needed (note that in this case the
output of the program gives us the fixed points with a different layout. Now the
yellow corresponds to the root 0 and the cyan is related to the basin of �i.)

If the parameter h is in the interval .2; 6/, the three roots are repelling fixed
points and some attracting 2-cycles appear. The basins of these non-repelling 2-
cyclic points cover the 2-sphere. In addition, when h tends to 2 and h tends
to 6, the spherical multipliers of the 2-cyclic points tend to 1. We have chosen
h 2 f2:5; 3; 3:5; 4; 4:5; 5; 5:5g as representative values in this range.

Another bifurcation value occurs for h D 6. The point at infinity is indifferent
and for p > 1 there are not non-repelling p-cyclic points. With the parameters and
tolerances used in this graphical approach, we see that almost all the 2-sphere is the
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Table 9.5 Spherical plots and areas of basins of non-repelling p-cycles for 1 � p � 2 and h 2
f1; 1:5; 2; 2:5; 3; 3:5g for z3 C z

Non-repelling

Basins cyclic points Areas

h D 1

Complement 4:3201 � 10�12

p D 1 f0:; f0; 1gg 8:25884

f8:88178 � 10�16; f�i; 1gg 2:15376

f8:88178 � 10�16; fi; 1gg 2:15376

p D 2 { }

h D 1:5

Complement 4:3201 � 10�12

p D 1 f0:5; f0; 1gg 8:76401

f0:5; f�i; 1gg 1:90118

f0:5; fi; 1gg 1:90118

p D 2 { }

h D 2

Complement 0:0183957

p D 1 f1:; fi; 1gg 1:30531

f1:; f�i; 1gg 1:30531

f1:; f0; 1gg 9:93735

p D 2 { }

h D 2:5

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f0:09; f�0:377964; 1gg 6:28319

f0:09; f0:377964; 1gg 6:28319

(continued)
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Table 9.5 (continued)

Non-repelling

Basins cyclic points Areas

h D 3

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f2:22045 � 10�16; f�0:57735; 1gg 6:28319

f0:; f0:57735; 1gg 6:28319

h D 3:5

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f0:00510204; f�0:774597; 1gg 6:28319

f0:00510204; f0:774597; 1gg 6:28319

basin of the point at infinity. There appear some areas in black that could disappear
if we change our parameters, allowing a higher number of iterations.

For h > 6 the point at infinity is an attractor and its basin (taking an enough
number of iterations) cover the 2-sphere.

To end this section and to complement the graphical information shown in
Tables 9.5 and 9.6, we show in Table 9.7 the Julia sets related to the relaxed
Newton’s method applied to the polynomial q1.z/ D z3 C z for the values of h
considered in the aforementioned tables. We have done this, by using the third
algorithm introduced in the previous section.

9.4.1.2 Dynamic of the Relaxed Newton’s Method Applied
to q2.z/ D .z � 1/2.z C 1/

Let us consider the iteration map obtained by applying the relaxed Newton’s method
to the polynomial q2.z/ D .z � 1/2.z C 1/:

Nq2;h.z/ D .3 � h/z2 C h C z

3z C 1
: (9.4)
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Table 9.6 Spherical plots and areas of basins of non-repelling p-cycles for 1 � p � 2 and h 2
f4; 4:5; 5; 5:5; 6; 6:5g for z3 C z

Non-repelling

Basins cyclic points Areas

h D 4

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f6:66134 � 10�16; f1; 1gg 6:28319

f6:66134 � 10�16; f�1; 1gg 6:28319

h D 4:5

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f0:0277778; f1; 0:774597gg 6:28319

f0:0277778; f1;�0:774597gg 6:28319

h D 5

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f0:16; f1;�0:57735gg 6:28319

f0:16; f1; 0:57735gg 6:28319

h D 5:5

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f0:464876; f�0:377964; 1gg 6:28319

f0:464876; f0:377964; 1gg 6:28319

(continued)
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Table 9.6 (continued)

Non-repelling

Basins cyclic points Areas

h D 6

Complement 0:028371

p D 1 f1; f1; 0gg 12:538

p D 2 { }

h D 6:5

Complement 4:3201 � 10�12

p D 1 f0:857143; f1; 0gg 12:5664

p D 2 { }

The critical points of Nq2;h are the (complex) solutions of the equation

.3z C 1/2 � h
�
3z2 C 2z C 3

� D 0: (9.5)

Note that for h D 3 the equation has no solution, whereas for h ¤ 3 there are two
critical points, namely

cp1.h/ D �h C 2
p
2
p
.3 � h/h � 3

3.h � 3/
; cp2.h/ D �h C 2

p
2
p
.3 � h/h C 3

3.h � 3/
:

Figure 9.2 shows the parameter planes associated to each of the two critical-point
functions cpi.h/, i D 1; 2 of the iteration map (9.4). In fact, the parameter plane
related to cp1.h/ is shown in the left-side figure and the parameter plane related to
cp2.h/ appears in the right figure. In both cases, for each h 2 C, a point is painted
in cyan if the orbit of a critical point converges to the simple root �1, in magenta
if it converges to the double root 1 and in yellow if the iteration diverges to 1. It
appears in dark blue if it converges to a 2-cycle and the rest of colors are related to
the convergence of different p-cycles with p > 2. Moreover, points in black mean
that there is no convergence to a p-cycle or to any fixed point, after 2000 iterations
with a tolerance of 10�6.
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Table 9.7 Small neighborhoods (non black color) at the Julia set of the relaxed Newton’s method
applied to z3 C z for h 2 f1; 1:5; 2; 2:5; 3; 3:5; 4; 4:5; 5; 5:5; 6; 6:5g
h Basins Nbhs at Julia sets h Basins Nbhs at Julia sets

1 4

1.5 4.5

2 5

2.5 5.5

3 6

3.5 6.5

We can see, as in the case of simple roots, that every h in the parameter plane
with jh � 1j < 1 is a good choice in terms of its numerical behavior. The orbit
of the first critical point converges to the simple root whereas the orbit of the
second one converges to the double root. Consequently, there are not other attracting
behaviors. But outside the ball jh � 1j < 1, the situation is completely different.
There are situations of no convergence to the roots, as we can see in Fig. 9.2 or
in its magnification Fig. 9.3. So these values of h are not a good choice when the
objective is to reach the two roots of the polynomial. However, from a dynamical
point of view, the problem is very attracting. For instance, when jh � 2j < 2 the
orbit of the second critical point converges again to the double root, but there are
values of h outside the ball jh � 1j < 1 and inside the ball jh � 2j < 2 where the
orbit of the first critical point goes to a p-cycle. In Fig. 9.3 we can see a dark blue
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Fig. 9.2 Parameter planes associated to each of the two critical points cpi.h/, i D 1; 2 of the
iteration map (9.4)
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Fig. 9.3 Magnification of the parameter plane associated to the critical point cp1.h/ of the iteration
map (9.4) (left-side figure in Fig. 9.2)

ball (approximately centered at 2:2 and with radius 0:2) corresponding with values
of h such the orbit of the first critical point converges to a 2-cycle.

Outside the ball jh�2j < 2 but inside the ball jh�3j < 3, the dynamical situation
is complicated, with the presence of cycles of different length and a region in dark
that must be explored in a more detailed way (we have plotted cycles just until order
4). Note that there is a kind of ellipse, having the minor edge on the real interval
.4; 6/, where both critical points converge to a 2-cycle. So in this case, this 2-cycle
presents the only attracting behavior.

In Tables 9.8, 9.9, and 9.10, we use the algorithms introduced in this paper for
doing a graphical and numerical approach of the areas of the basins of attraction
of the non-repelling cyclic points for the relaxed Newton’s method applied to the
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Table 9.8 Spherical plots and areas of basins of non-repelling p-cycles for 1 � p � 2 and h 2
f1; 1:5; 2; 2:5; 3; 3:5g for .z � 1/2.z C 1/

Non-repelling

Basins cyclic points Areas

h D 1

Complement 4:3201 � 10�12

p D 1 f0:; f�1; 1gg 2:93386

f0:5; f1; 1gg 9:63251

p D 2 { }

h D 1:5

Complement 4:3201 � 10�12

p D 1 f0:5; f�1; 1gg 2:47313

f0:25; f1; 1gg 10:0932

p D 2 { }

h D 2

Complement 0:00654705

p D 1 f1; f�1:; 1gg 1:58614

f0; f1; 1gg 10:9737

p D 2 { }

h D 2:5

Complement 0:102641

p D 1 f0:25; f1; 1gg 12:4637

p D 2 { }

(continued)
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Table 9.8 (continued)

Non-repelling

Basins cyclic points Areas

h D 3

Complement 4:3201 � 10�12

p D 1 f0:5; f1; 1gg 12:5664

p D 2 { }

h D 3:5

Complement 2:52286

p D 1 f0:75; f1; 1gg 10:0435

p D 2 { }

cubical polynomial q2.z/ D .z � 1/2.z C 1/. In Tables 9.8 and 9.9 we have chosen,
according to Fig. 9.2, some significant values of the relaxing parameter h in the
real case: h 2 f1; 1:5; 2; 2:5; 3; 3:5; 4; 4:5; 5; 5:5; 6; 6:5g. In addition, in Table 9.10
we consider the value h D 2:02. Of course, complex values of h could be also
considered. From a detailed study of the results of the simulations given in these
tables, we obtain some interesting conclusions:

If the parameter h is in the interval .0; 2/, the basins of the two roots cover the
2-sphere. In addition, when h tends to 2, the spherical multiplier of the double root
decreases to 0 and the spherical multiplier of the simple root increases until 1.

For h D 2, the double root is a super-attractor, the simple root is indifferent and
there is not non-repelling p-cyclic points for p > 1. In this case, we have to take a
higher maximum of the number of iterations because there is a slow convergence to
the indifferent point. For this reason, one could have a less precision in the calculus
of areas.

When the real parameter h surpass the value h D 2, the dynamical situation
becomes very complicated; for instance, until the value 2:4 (approximately) there
are attracting 2-cycles (dark blue color in the parameter plane). In Table 9.10 we
show the situation for h D 2:02. In this case, the cyan region obtained for h D 2 is
divided in two basins corresponding to the two cyclic points (in green and orange).
In the interval .2:4; 2:5/ (approximately) we can find more non-repelling p-cyclic
points for p > 2. Next, for h 2 .2:5; 4/ (the left value is again given approximately),
the situation becomes easier and the double root is the only attracting point.
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Table 9.9 Spherical plots and areas of basins of non-repelling p-cycles for 1 � p � 2 and h 2
f4; 4:5; 5; 5:56; 6:5g for .z � 1/2.z C 1/

Non-repelling

Basins cyclic points Areas

h D 4

Complement 1:53814

p D 1 f1; f1; 1gg 11:0382

p D 2 { }

h D 4:5

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f0:375; f1; 0:315789� 0:611524 � igg 6:28319

f0:375; f1; 0:315789C 0:611524 � igg 6:28319

h D 5

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f0:25; f1; 0:125� 0:484123 � igg 6:28319

f0:25; f1; 0:125C 0:484123 � igg 6:28319

h D 5:5

Complement 4:3201 � 10�12

p D 1 { }

p D 2 f0:475; f1; 0:0425532� 0:323376 � igg 6:28319

f0:475; f1; 0:0425532C 0:323376 � igg 6:28319

(continued)
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Table 9.9 (continued)

Non-repelling

Basins cyclic points Areas

h D 6

Complement 0:0127437

p D 1 f1; f1; 0gg 12:5536

p D 2 { }

h D 6:5

Complement 0:00890963

p D 1 f0:857143; f1; 0gg 12:5575

p D 2 { }

If the parameter h is in the interval .2; 4/, the spherical multiplier of the double
root increases its value from 0 to 1. It is also interesting to note that for h D 3 the
point at infinity is not a fixed point, and z D 1 is the only attracting fixed point
(z D �1 is repelling).

For h D 4, the double root is indifferent and the simple root is repelling. In this
case, the orbits of the two critical points converge to the double root z D 1 and then
there is not other attracting behavior. All the 2-sphere appears with a cyan color
which in this case correspond to the double root. We remark that for h D 4 the
convergence is very slow and we have had to increment the number of iterations.
We have also modified the tolerances 10�c1 ; 10�c2 taking c1 higher than c2 and a
small resolution has been used. It is interesting to compare the left side Fig. 9.6
and the plot given in Table 9.9 for h D 4. Note that the region having a higher
spherical multiplier (left side Fig. 9.6) corresponds with the black region (Table 9.9
for h D 4) of points that will need a higher number of iterations to change a black
spherical cubic pixel into a cyan pixel.

If the parameter h is in the interval .4; 6/, the basins of two 2-cyclic non-repelling
points cover the 2-sphere.

For h D 6, the point at infinity is indifferent and its basin cover all the sphere, but
a higher number of iterations are needed. For h > 6, the point at infinity is attracting
and its basin cover all the sphere. Therefore, there are not non-repelling p-cyclic
points for p > 1.
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Table 9.10 Spherical plots and areas of basins of non-repelling p-cycles for 1 � p � 2 and
h D 2:02 for .z � 1/2.z C 1/

h D 2:02 Basins

Complement p D 1 p D 2

Colors

Non-repelling sm D 0:01 sm D 0:919588

cyclic points {1., 1} f1;�0:858317g; f�0:875746; 1g
Areas 1:52926 11.0371 0:949088; 0:56299

The cyan region is the basin of the double root z D 1. Note that there are regions in green, brown
and black colors and the areas of the basins of the two 2-cyclic points is non zero

Note that a graphical study showing the Julia sets related to the relaxed Newton’s
method applied to the cubical polynomial q2.z/ D .z � 1/2.z C 1/ could be also
done.

9.4.2 Initial Efficiency and Areas of Basins of the Relaxed
Newton’s Method

For a fixed polynomial q.z/, one of our objectives is the analysis of the in-equation
of initial efficiency

P�1
1 . 6D1/

.Nq;h/ � P�1
1 .Nq;h/ � P�1

1 .Nq;h/C P�1
2 .Nq;h/ � � � � �

1X
pD1

P�1
p .Nq;h/ � 1
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Table 9.11 Obstruction to the initial efficiency associated to non-repelling p-cycles of the relaxed
Newton’s method applied to .z3 C z/ for 1 � p � 4

z3 C z P�1

1 .6D1/
Initial efficiency P�1

1 P�1
2 P�1

3 P�1
4

P4
pD1 P

�1
p

h D 1 1 1 0 0 0 1

h D 1:5 1 1 0 0 0 1

h D 2 0:998536 0:998536 0 0 0 0:998536

h D 2:5 0 0 1 0 0 1

h D 3 0 0 1 0 0 1

h D 3:5 0 0 1 0 0 1

h D 4 0 0 1 0 0 1

h D 4:5 0 0 1 0 0 1

h D 5 0 0 1 0 0 1

h D 5:5 0 0 1 0 0 1

h D 6 0 0:997742 0 0 0 0:997742

h D 6:5 0 1 0 0 0 1

h D 7 0 1 0 0 0 1

Table 9.12 Obstruction to the initial efficiency associated to non-repelling p-cycles of the relaxed
Newton’s method applied to .z � 1/2.z C 1/ for 1 � p � 4

.z � 1/2.z C 1/ P�1

1 .6D1/
Init. ef. P�1

1 P�1
2 P�1

3 P�1
4

P4
pD1 P

�1
p

h D 1 1 1 0 0 0 1

h D 1:5 1 1 0 0 0 1

h D 2 0:999479 0:999479 0 0 0 0:999479

h D 2:02 0:872566 0:872566 0:120327 0 0 0:998632

h D 2:5 0:991832 0:991832 0 0 0 0:991832

h D 3 1 1 0 0 0 1

h D 3:5 0:799237 0:799237 0 0 0 0:799237

h D 4 0:878395 0:878395 0 0 0 0:878395

h D 4:5 0 0 1 0 0 1

h D 5 0 0 1 0 0 1

h D 5:5 0 0 1 0 0 1

h D 6 0 0:998986 0 0 0 0:998986

h D 6:5 0 1 0 0 0 1

h D 7 0 1 0 0 0 1

depending on the real parameter h.
In this work, we analyze two polynomials q1.z/ D z3 C z and q2.z/ D .z �

1/2.z C 1/ and we apply the implementations given in Sect. 9.3.2 to compute areas
and probabilities.

Approximations to the initial efficiency for these polynomials depending on the
real values of the parameter h are given in Tables 9.11 and 9.12. In the following
we describe some properties of the initial efficiency in term of the relaxed real
parameter h. In general, the calculus of areas, probabilities, initial efficiency have
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less accuracy for values of h such that the induced rational maps have indifferent p-
cyclic points. In these cases, we have incremented the number of iterations in order
to have better results.

9.4.2.1 A Study of Initial Efficiency and Areas Associated to z3 C z

For this representative polynomial we have analyzed the situation for some real
values of the relaxing parameter h, actually for h 2 .0; 7/, to obtain the following
conclusions:

(i) When the parameter h is in .0; 2/, the sum of probabilities of the three roots is
equal to 1 and the initial efficiency of the relaxed Newton’s method is equal to
1.

(ii) When h D 2, an approximation of the initial efficiency of the relaxed Newton’s
method is equal to 0.998536. In this case, we have incremented the maximum
of the number of iterations and the result suggests that using a large number of
iterations and adequate tolerances the initial efficiency tends to 1.

(iii) When the parameter h is in .2; 6/, the sum of probabilities of the fixed points
is equal to 0 and the initial efficiency of the relaxed Newton’s method is
equal to 0. The obstruction of this initial efficiency is due to the basins of
two non-repelling 2-cyclic points. This fact is also confirmed by the plot of
a neighborhood of the Julia set given on the left in Fig. 9.4 and by the plot of
repelling point given in Table 9.3. The graphic plots given in Tables 9.5 and 9.6
also confirm this result.

(iv) When h D 6, the initial efficiency of the relaxed Newton’s method is equal to 0.
An approximation of probability associated to the point at infinity is 0.997742
and taking a larger number of iterations this probability tends to 1. We have a
plot of a neighborhood of the corresponding Julia set (in the right in Fig. 9.4).

(v) When the parameter h belongs to the interval .6; 7/, the probability at the
point at infinity for the relaxed Newton’s method is equal to 1, but the initial
efficiency of the relaxed Newton’s method is equal to 0. The obstruction is due
to the basin of the point at infinity.

Fig. 9.4 Neighborhoods
(non black color) of the Julia
set of the relaxed Newton’s
method for h D 3 (in the left)
and for h D 6 (in the right)
applied to z3 C z
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A quantification of the areas (probabilities) for each root and for each non-
repelling p-cyclic point is detailed in Tables 9.5 and 9.6.

9.4.2.2 A Study of Initial Efficiency and Areas Associated to .z � 1/2.z C 1/

For this polynomial with a double root and a simple root and for the same range of
real values of the relaxing parameter h, that is h 2 .0; 7/, we have:

(i) When the parameter is in .0; 2/, the sum of probabilities of the two roots is
equal to 1 and the initial efficiency of the relaxed Newton’s method is equal
to 1. A quantification of the areas (probabilities) for each root is obtained in
Tables 9.8, 9.9, and 9.10. The probability of convergence to the double root is
greater than the probability of convergence to the simple root. When h tends
to 2, we also note that the area of the basin of the double root increases and
the area of the simple root decreases.

(ii) When h D 2, the sum of probabilities of the basins of the double root and
the simple root is equal to 0.999479 and the initial efficiency of the relaxed
Newton’s method is equal to 0.999479. We also have a plot of a neighborhood
of the corresponding Julia set, see Fig. 9.5. In Table 9.8 we note that for h D 2

the cyan color corresponds to the indifferent simple root. Since for this value of
h we have a very slow convergence we have increased the number of iterations
in the corresponding calculus of graphics, areas and initial efficiency.

(iii) When the real value of the parameter h is in .2; 4/, the probability correspond-
ing to the simple root is zero. In the sub-interval .2; 2:5/, the initial efficiency
the relaxed Newton’s method is less than 1. According to Fig. 9.2 the dynamics
for h in the subinterval .2; 2:5/ is more complicated because there are points
which converges to 2-cyclic points. In Fig. 9.5, we can see that in both cases
(h D 2 and h D 2:02) the neighborhoods of the corresponding Julia set are
similar. We also note that for h D 2:02 the graphics given in Fig. 9.2 and
the calculus of the area given in Table 9.10 confirms that the basin of the
indifferent simple root for h D 2 corresponds to the basin of an attracting
2-cycle for h D 2:02.

Fig. 9.5 Two sights of two
neighborhood (non black
color) of the Julia sets of the
relaxed Newton’s method for
h D 2 and for h D 2:02

applied to .z � 1/2.z C 1/
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Fig. 9.6 Neighborhoods
(non black color) of the Julia
set of the relaxed Newton’s
method for h D 4 (left) and
for h D 6 (right) applied to
.z � 1/2.z C 1/

(iv) When h D 4, the actual approximation of the initial efficiency of the relaxed
Newton’s method is equal to 0.878395. This is related to the plot of a
neighborhood of the corresponding Julia set given in the left side Fig. 9.6.
We think that taking a larger number of iterations and a better election of
tolerances for h D 4 the initial efficiency will tend to 1.

(v) When the parameter h is in .4; 6/, the initial efficiency of the relaxed Newton’s
method is equal to 0. The obstruction is due to basins of 2-cyclic points.

(vi) When h D 6, the initial efficiency of the relaxed Newton’s method is equal to
0. We also have a plot of a neighborhood of the corresponding Julia set, see
right side in Fig. 9.6. In these pictures we note that there is a black part that
corresponds to the basin of the point at infinity.

(vii) When the parameter h > 6, the initial efficiency of the relaxed Newton’s
method is equal to 0. The obstruction is due to the basin of the point at infinity.

9.5 Conclusion

The implementations presented in this work and the results given by the computer
simulations allow us to study the existence of non-repelling p-cyclic points and to
give the measure (area or probability) of the different basins. Moreover, with these
implementations we can draw neighborhoods of the corresponding Julia sets.

The graphical approach and the calculus of measures of basins of non-repelling
cyclic points permit us to find out some analogies and differences when the relaxed
Newton’s method (in the case of real values of the relaxing parameter) is applied
either to a cubical polynomial with three simple roots or to a polynomial with a
double root and a simple root. The following remarks correspond with simulations
effectuated with a chosen maximum number of iterations except when we have been
working with singular values of the real relaxing parameter associated to indifferent
p-cyclic points. For these singular (bifurcation) values of the real relaxing parameter
we have incremented the number of iterations in order to obtain a better graphical
approximation.
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In general, when we are working with non-repelling cyclic points whose
spherical parameter is less than 1, the values obtained for the measures of basins
and for the initial efficiency are quite reliable, but when some non-repelling cyclic
point is indifferent (or its spherical parameter is close to 1) we have less accuracy
on the results.

For the two chosen representative polynomials, we can highlight the following
analogies:

1. When the real parameter h increases, there is a first interval such that the basins
of the roots cover almost all 2-sphere. This finishes with a singular value (h D 2)
of the relaxed real parameter where some indifferent non-repelling fixed points
appear.

2. After this singular value, it starts a new sub-interval where there is a non-
repelling 2-cycle and this interval finishes with a singular value of the relaxing
real parameter (h D 6), where there is a unique non-repelling fixed point (the
point at infinity) which is indifferent.

3. After this second singular value of the parameter, the point at infinity becomes
an attracting fixed point and its basin covers all the sphere.

4. In both cases the initial efficiency is 1 for h < 2 and 0 for h > 4 (due to the
presence of attracting 2-cycles for 2 < h < 4 and to the attraction character of
the point at infinity for h > 6).

Amongst the differences, we have:

1. In the subinterval (2,6) there are important differences between the behavior of
the two polynomials. At the beginning the polynomial with three simple roots
has only attracting 2-cycles while the polynomial with a double root and a simple
root in some cases it combines an attracting 2-cycle and an attracting fixed point.
In the last part of the subinterval there is only an attracting 2-cycle.

2. In the subinterval (2,4) the initial efficiency associated to the polynomial with
three simple roots is zero. However, for the polynomial with a double and simple
root, the initial efficiency is greater that zero and it is less than 1 in (2,4) except
for h D 3 which it is equal to 1 and it coincides with the probability associated
to the double root.

It would be interesting to develop a deep study for the cases when the sequence
of postcritical points converges to an indifferent p-cyclic point. The numerical
simulations of this work show a nice connection between the bifurcation values of
the real relaxing parameter and these indifferent p-cyclic points and a further work
will be necessary to know if these indifferent points are or not in their associated
Julia sets.
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Chapter 10
On Convergence and Efficiency
in the Resolution of Systems of Nonlinear
Equations from a Local Analysis

Miquel Grau-Sánchez and Miquel Noguera

Abstract The aim of this chapter is to provide an overview of theoretical results
and numerical tools in some iterative schemes to approximate solutions of nonlinear
equations. Namely, we examine the concept of iterative methods and their local
order of convergence, numerical parameters that allow us to assess the order, and
the development of inverse operators (derivative and divided differences). We also
provide a detailed study of a new computational technique to analyze efficiency.
Finally, we end the chapter with a consideration of adaptive arithmetic to accelerate
computations.

10.1 Iteration Functions

Many problems in computational sciences and other disciplines can be formulated
by means of an equation like the following

F .x/ D 0 ; (10.1)

where F W D � X �! Y is a continuous operator defined on a nonempty convex
subset D of a Banach space X with values in a Banach space Y. We face the problem
of approximating a local unique solution ˛ 2 X of Eq. (10.1). Since the exact
solution of this equation can rarely be found, then we need to use iterative techniques
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to approximate it to the desired precision from one or several initial approximations.
This procedure generates a sequence of approximations of the solution.

Traub [41] includes a classification of iteration functions, according to the
information that is required to carry them out. We build up a sequence fxngn�1 in a
Banach space X using the initial conditions x�k; : : : ; x�1; x0, 0 � k � j � 1. Traub’s
classification of iteration functions is the following.

Type I. Term xnC1 is obtained using only the information at xn and no other
information. That is, given x0 2 D we have

xnC1 D ˚.xn/ ; n � 0 : (10.2)

The function ˚ is called a one-point iteration function and Eq. (10.2) is called
the one-point iterative method without memory.

Type II. Term xnC1 is obtained using the information at xn and previous informa-
tion at xn�1 ; : : : ; xn�j 2 D. Namely,

xnC1 D ˚.xn I xn�1 ; : : : ; xn�j/ ; n � 0 ; j � 1 : (10.3)

Function ˚ is called a one-point iteration function with memory and Eq. (10.3)
is called a one-point iterative method with memory (j points). The semicolon
in (10.3) is written to distinguish the information provided by the new data from
the information that was previously used.

Type III. Term xnC1 is determined using new information at xn and previous
information at '1 D '1.xn/; '2 D '2.'1; xn/; : : : ; 'r D 'r.'r�1; : : : ; '1; xn/ 2
D, r �1. That is,

xnC1 D ˚ .xn ; '1 ; : : : ; 'r/ ; n � 0 ; r � 1 : (10.4)

Here, function ˚ is called a multipoint iteration function without memory and
Eq. (10.4) is called a multipoint iterative method without memory (r steps).

Type IV. Term xnC1 is obtained from new information at xn and previous
information at

'1 D '1.xn I xn�1; : : : ; xn�j/;

:::

'r D 'r.xn; '1; : : : ; 'r�1 I xn�1; : : : ; xn�j/:

Namely,

xnC1 D ˚
�
xn ; '1 ; : : : ; 'rI xn�1 ; : : : ; xn�j

�
; n � 0 ; r � 1 ; j � 1:

(10.5)

Function ˚ is called a multipoint iteration function with memory and (10.5) is
called a multipoint iteration method with memory (r steps and j points).
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10.1.1 One-Dimensional Case

In particular, when the Banach spaces X D Y D R, we have to solve the most
simple, classical nonlinear problem. Namely, let f W I � R ! R be a nonlinear
function. We have to approximate a simple root ˛ of the equation

f .x/ D 0; (10.6)

where I is a neighborhood of ˛. An approximation of ˛ is usually obtained by means
of an iterative function of type I , II , III or IV, defined in (10.2), (10.3), (10.4)
or (10.5) whereby a sequence fxngn�1 is considered that converging converges to ˛.

Definition 1 The sequence fxng is said to converge to ˛ with order of convergence
� 2 R, � � 1, if there exists a positive real constant C ¤ 0 and C ¤ 1 such that

lim
n!1

jenC1j
jenj � D C; (10.7)

where en D xn � ˛ is the error in the nth iterate, and the constant C is called the
asymptotic error constant (see [41]).

The local order of convergence of an iterative method in a neighborhood of a root is
the order of its corresponding sequence generated by the iterative function and the
corresponding initial approximations. For iterative methods without memory, the
local order is a positive integer. The convergence is said to be linear if � D 1,
quadratic if � D 2, cubic if � D 3, and, in general, superlinear if � > 1,
superquadratic if � > 2, and so on.

The one-point iterative method without memory (10.7) can be written as

enC1 D C e �n C O
�
e �C1
n

�
; n � n0: (10.8)

The expression (10.8) is called the error difference equation for the one-point
iterative method. Note that the higher order terms in (10.8) are powers of �C 1.

For the one-point iterative method without memory, an approximation of the
number of correct decimal places in the nth iterate, dn, is given by

dn D � log10 jxn � ˛j: (10.9)

From (10.8), for n large enough we have enC1 	 C e �n , which using logarithms
yields

dnC1 	 � log10 C C � � dn; (10.10)

from which follows

dnC1 	 � � dn: (10.11)
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This means that, in each iteration, the number of correct decimal places is
approximately the number of correct decimals in the previous iteration multiplied
by the local error.

This is in agreement with Wall’s definition [42]. That is, the local order of
convergence of a one-point iteration function indicates the rate of convergence of
the iteration method. Then, Wall defines the order � of the iteration formula by

� D lim
n!1

log jenC1j
log jenj D lim

n!1
dnC1
dn

: (10.12)

This expression will be used later on when we define some parameters employed in
the computation of the local order of convergence of an iterative method.

For the one-point iterative method with memory (10.3) the error difference
equation is

enC1 D Cea1n ea2n�1 : : : e
aj
n�jC1 C o.ea1n e

a2
n�1 : : : e

aj
n�jC1/ ; (10.13)

where ak are nonnegative integers for 1 � k � j and o.ea1n ea2n�1 : : : e
aj
n�jC1/ represents

terms with high order than the term ea1n ea2n�1 : : : e
aj
n�jC1. In this case, the order of

convergence � is the unique real positive root of the indicial polynomial (see
[27, 28, 40, 41]) of the error difference equation (10.13) given by

pj.t/ D tj � a1t
j�1 � � � � � aj�1t � aj: (10.14)

Notice that pj.t/ in (10.14) has a unique real positive root � on account of Descartes’s
rule of signs. Moreover, we can write enC1 D Ce�n C o.e�n/.

10.1.2 Multidimensional Case

When the Banach spaces X D Y D Rm we have to solve a system of nonlinear
equations. Namely, let F W D � Rm �! Rm be a nonlinear function and F �
.F1;F2; : : : ;Fm/ with Fi W D � Rm ! R, i D 1; 2; : : : ;m, where D is an open
convex domain in Rm, so that we have to approximate a solution ˛ 2 D of the
equation F.x/ D 0:

Starting with a given set of initial approximations of the root ˛, the iteration
function ˚ W D �! D of type I , II , III or IV is defined by (10.2), (10.3), (10.4)
or (10.5), whereby a sequence fxngn�1 XXX is considered to converge to ˛.

Definition 2 The sequence fxng converges to ˛ with an order of convergence of at
least � 2 R, � � 1, if there is a positive real constant 0 < C < 1 such that

kenC1k � Ckenk � ; (10.15)
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where en D xn � ˛ is the error in the nth iterate, and the constant C is called the
asymptotic error constant (see [41]). Here the norm used is the maximum norm.

The local order of convergence of an iterative method in a neighborhood of a
root is the order of the corresponding sequence generated (in Rm) by the iterative
function ˚ and the corresponding initial approximations.

Without using norms, a definition of the local order of convergence for the
one-step iterative method without memory can be considered as follows. The
local order of convergence is � 2 N if there is an �–linear function C 2
L

�
Rm�

�

M� � � �Rm;Rm

�
� L�

�
Rm;Rm

�
such that

enC1 D C e �n C O
�
e �C1
n

�
; n � n0 (10.16)

where e�n is .en;
�

M� � �; en/ 2 Rm�
�

M� � � �Rm. When 0 < C < 1 exists for some � 2
Œ1;1/ from (10.15), then � is the R-order of convergence of the iterative method
defined by Ortega and Rheinboldt [27]. Moreover, the local order � of (10.16) is
also the R-order of convergence of the method.

For the one-point iterative method with memory, the error difference equation
can be expressed by

enC1 D Cea1n ea2n�1 : : : e
aj
n�jC1 C o.ea1n ea2n�1 : : : e

aj
n�jC1/ ; (10.17)

where C 2 La1C���Caj

�
Rm;Rm

�
and ak are nonnegative integers for 1 � k � j.

As in the one-dimensional case, we can write the equation associated
with (10.17), pj.t/ D tj � a1tj�1 � � � � � aj�1t � aj D 0. If we apply Descartes’s rule
to the previous polynomial, there is a unique real positive root � that coincides with
the local order of convergence (see [27, 40]).

10.2 Computational Estimations of the Order

After testing the new iterative methods, we need to check the theoretical local order
of convergence. The parameter Computational Order of Convergence (COC) is used
in most studies published after Weerakoon and Fernando [43]. This parameter can
only be used when the root ˛ is known. To overcome this problem, the following
parameters have been introduced:

Approximated Computational Order of Convergence (ACOC) by Hueso et
al. [22],
Extrapolated Computational Order of Convergence (ECOC) by Grau et al. [12],
and Pétkovic Computational Order of Convergence (PCOC) by Petković [29].
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The paper by Grau et al. [14] examines the relations between the parameters
COC, ACOC and ECOC and the theoretical convergence order of iterative methods
without memory.

Subsequently, using Wall’s definition of the order (10.12), four new parameters
(CLOC, ACLOC, ECLOC and PCLOC) were given in [19] to check this order. Note
that the last three parameters do not require knowledge of the root.

Generalizations of COC, ACOC and ECOC from the one-dimensional case to
the multi-dimensional one can be found in [15]. They will be presented in detail in
the sequel.

10.2.1 Computational Order of Convergence and Its Variants

Let fxngn�1 be a sequence of real numbers converging to ˛. It is obtained by
carrying out an iteration function in R, starting with an initial approximation x0,
or x�jC1; : : : x0, of the root ˛ of (10.6). Let fengn�1 be the sequence of errors given
by en D xn � ˛. If functions (10.2)–(10.5) have local order of convergence �, then
from (10.10) we have

log jenj 	 � � log jen�1j C logC;

log jen�1j 	 � � log jen�2j C logC:

By subtracting the second expression from the first one we get

� 	 log jen = en�1j
log jen�1 = en�2j : (10.18)

This expression is the same as that described in papers by Weerakoon and Fernando
[43], and Jay [23].

Definition 3 The values �n (COC), b�n (ACOC), e�n (ECOC) and M�n (PCOC) are
defined by

�n D log jen =en�1j
log jen�1 =en�2j ; en D xn � ˛ ; n � 3; (10.19)

b�n D log jOen =Oen�1j
log jOen�1 =Oen�2j ; Oen D xn � xn�1; n � 4; (10.20)

e�n D log jQen = Qen�1j
log j Qen�1 =Qen�2j ; Qen D xn � ęn; n � 5; (10.21)
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ęn D xn � .ıxn�1/2

ı2xn�2
; ıxn D xnC1 � xn;

M�n D log jMenj
log jMen�1j ; Men D f .xn/

f .xn�1/
; n � 2: (10.22)

Note that the first variant of COC, ACOC, involves the parameter Oen D xn � xn�1
and the second variant ECOC is obtained using Aitken’s extrapolation procedure
[1]. That is, from the iterates xn�2; xn�1; xn we can obtain the approximation ęn of
the root ˛.

Sequences fe�ngn�5 and fb�ngn�4 converge to �. The details of the preceding claim
can be found in [14], where the relations between the error en and Qen and Oen are also
described.

From a computational viewpoint, ACOC has the least computational cost,
followed by PCOC. Inspired by (10.12) given in [42], in our study [19] we present
four new parameters that will be described in the following section.

10.2.2 New Parameters to Compute the Local Order
of Convergence

A. Definitions Given the sequence fxngn�1 of iterates converging to ˛ with order �,
we consider the sequences of errors en D xn�˛ and error parameters Oen D xn�xn�1,
Qen D xn � ęn and Men D f .xn/

f .xn�1/
defined previously in (10.20), (10.21), (10.22).

From the preceding, we define the following sequences f
ngn�2 (CLOC), fb
ngn�3
(ACLOC), fe
ngn�4 (ECLOC) and f M
ngn�2 (PCLOC):


n D log jenj
log jen�1j ;

b
n D log jOenj
log jben�1j ;

e
n D log jQenj
log jeen�1j ;

M
n D log j f .xn/j
log j f .xn�1/j :

(10.23)

Note the analogy between 
n and the definitions given by Wall in [42] and by
Tornheim in [40]. To obtain 
n, we need knowledge of ˛; while to obtain b
n, e
n
and M
n we do not. The new parameters CLOC, ACLOC, ECLOC and PCLOC have
a lower computational cost than their predecessors. A detailed description of their
convergence can be found in our studies [19] and [20].

B. Relations Between Error and Error Parameters In the case of iterative
methods to obtain approximates of the root ˛ of f .x/ D 0, where f W I � R ! R,
the error difference equation is given by

enC1 D C e �n
�
1 C O. e �n /

�
; 0 < � � 1; (10.24)
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where C is the asymptotic error constant. With the additional hypothesis on the
order, say � � .1C p

5/=2, in [19] the relations between � and the parameters 
n,
b
n,e
n and M
n are presented.

Using (10.24) and the definitions of Oen, Qen and Men , we obtain the following
theoretical approximations of en. Namely,

en 	 C
1

1��

� Oen
Oen�1

��2=.��1/
n � 3 ; (10.25a)

en 	 C
��1
2��1

�
Qen
��2= .2��1/

n � 3; (10.25b)

en 	 C
1

1��

�
Men
��= ��1

n � 2: (10.25c)

From the preceding (10.25a), (10.25b) and (10.25c), we can obtain bounds of the
error to predict the number of correct figures and establish a stopping criterion, all
without knowledge of the root ˛.

C. Numerical Test The convergence of the new parameters has been tested in six
iterative schemes with local convergence order equal to 2, 3, 4, .1Cp

5/=2, 1Cp
2

and 1 C p
3 respectively, in a set of seven real functions shown in Table 10.1. The

first three methods are one-point iterative methods without memory, known as the
Newton method, the Chebyshev method [11] and the Schröder method [35]. The
other three are iterative methods with memory, namely the Secant method and two
of its variants (see [13]).

They are defined by

�1.xn/ D xn � u.xn/; (10.26)

�2.xn/ D �1.xn/ � 1

2
L.xn/ u.xn/; (10.27)

Table 10.1 Test functions, their roots and the initial points considered

f .x/ ˛ x0 fx
�1 ; x0g

f1.x/ D x3 � 3x2 C x � 2 2:893289196304497788906356 2:50 f2:25; 2:60g
f2.x/ D x3 C cos x � 2 1:172577964753970012673333 1:50 f1:50; 2:50g
f3.x/ D 2 sin x C 1� x 2:380061273139339017212548 2:50 f1:00; 2:00g
f4.x/ D .x C 1/ ex�1 � 1 0:557145598997611416858672 1:00 f0:00; 0:75g
f5.x/ D ex

2
C7x�30 � 1 3:0 2:94 f2:90; 3:10g

f6.x/ D e�x C cos x: 1:746139530408012417650703 1:50 f1:60; 1:90g
f7.x/ D x � 3 ln x 1:857183860207835336456981 2:00 f1:00; 2:00g
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�3.xn/ D �2.xn/ �
�
1

2
L.xn/

2 � M.xn/

�
u.xn/; (10.28)

�4.xn/ D xn � Œxn�1; xn��1f f .xn/; (10.29)

�5.xn/ D �4.xn/ � Œxn; �4.xn/�
�1
f f .�4.xn//; (10.30)

�6.xn/ D �4.xn/ � Œxn; 2�4.xn/� xn�
�1
f f .�4.xn//; (10.31)

where

u.x/ D f .x/

f 0.x/
; L.x/ D f 00.x/

f 0.x/
u.x/; M.x/ D f 000.x/

3Š f 0.x/
u.x/2; Œx; y��1f D y � x

f .y/� f .x/
:

The numerical results can be found in [20]. For each method from (10.26)
to (10.31) and each function in Table 10.1, we have applied the four tech-
niques with adaptive multi-precision arithmetic (see below) derived from rela-
tions (10.25a), (10.25b) and (10.25c) and the desired precision that for this study
is 10�2200. The number of necessary iterations to obtain the desired precision and
the values of iterated points x1; : : : ; xI are the same.

From the results of [20], we can conclude that CLOC gives the best approx-
imation of the theoretical order of convergence of an iterative method. However,
knowledge of the root is required. Conversely, as we can see in the defini-
tions (10.23) of ACLOC, ECLOC and PCLOC, these parameters do not involve
the expression of the root ˛. Actually, in real problems we want to approximate the
root that is not known in advance. For practical purposes, we recommend ECLOC
because it presents the best approximation of the local order (see [20]). Nevertheless,
PCLOC is a good practical parameter in many cases because it requires fewer
computations.

10.2.3 Multidimensional Case

A generalization to several variables of some parameters is carried out to approx-
imate the local convergence order of an iterative method presented in the previous
sections. In order to define the new parameters, we substitute the absolute value by
the maximum norm, and all computations are done using the components of the
vectors. Let fxngn2N be a convergence sequence of Rm towards ˛ 2 Rm, where
xn D .x.1/n ; x

.2/
n ; : : : ; x

.m/
n /

t and ˛ D .˛.1/; ˛.2/; : : : ; ˛.m//t. We consider the vectorial
sequence of the error en D xn � ˛ and the following vectorial sequences of
parameters:

Oen D xn � xn�1 ; Qen D max
1�r�m

ˇ̌
ˇ̌
ˇ
�
ıx.r/n�1

�2
ı2x.r/n�2

ˇ̌
ˇ̌
ˇ (10.32)
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where ıxn D xnC1 � xn. Notice that Qen is the ı2-Aitken procedure applied to the
components of xn�1; xn and xnC1, and all parameters are independent of knowledge
of the root.

Definitions Let f�ngn�3, fb�ng�4, fe�ng�5, f M�ngn�3, f
ngn�2, fb
ng�3, fe
ng�4 y
f M
ngn�2 be the following real sequences:

• Parameters COC, f�ngn�3 and CLOC, f
ngn�2:

�n D log .kenk=ken�1k/
log .ken�1k=ken�2k/ ; n � 3 ; 
n D log kenk

log ken�1k ; n � 2 : (10.33a)

• Parameters ACOC, fb�ngn�4 and ACLOC fb
ngn�3:

b�n D log .kOenk=kOen�1k/
log .kOen�1k=kOen�2k/ ; n � 4 ; b
n D log kOenk

log kOen�1k ; n � 3 : (10.33b)

• Parameters ECOC fe�ngn�5 and ECLOC fe
ngn�4:

e�n D log .kQenk=kQen�1k/
log .kQen�1k=kQen�2k/ ; n � 5 ; e
n D log kQenk

log kQen�1k ; n � 4 : (10.33c)

• Parameters PCOC f M�ngn�3 and PCLOC, f M
ngn�2:

M�n D kF.xn/k=kF.xn�1/k
kF.xn�1/k=kF.xn�2/k ; n � 3; M
n D log kF.xn/k

log kF.xn�1/k ; n � 2: (10.33d)

Approximations COC, ACOC and ECOC have been used in Grau et al. [15].
A complete study of these parameters has been carried out to compute the local
convergence order for four iterative methods and seven systems of nonlinear
equations.

10.3 The Vectorial Error Difference Equation

Here we present a generalization to several variables of a technique used to compute
analytically the error equation of iterative methods without memory for one variable.
We consider iterative methods to find a simple root of a system of non-linear
equations

F.x/ D 0 ;
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where F W D � Rm �! Rm is sufficiently differentiable and D is an open convex
domain in Rm. Assume that the solution of F.x/ D 0 is ˛ 2 D, at which F0.˛/ is
nonsingular.

The key idea is to use formal power series. The vectorial expression of the error
equation obtained by carrying out this procedure, is

enC1 D G
�
F0.˛/; F00.˛/; : : :

�
e �n C O

�
e�C1
n

�
;

where � is a nonnegative integer. If the iterative scheme is with memory we obtain
[see (10.13)]

enC1 D H
�
F0.˛/; F00.˛/; : : :

�
ea1n ea2n�1 � � � eajn�jC1 C o

�
ea1n ea2n�1 � � � eajn�jC1

�
;

where ak are nonnegative integers for 1 � k � j.

10.3.1 Notation

To obtain the vectorial equation of the error, we need some known results that,
for ease of reference, are included in the following. Let F W D � Rm �!
Rm be sufficiently differentiable (Fréchet-differentiable) in D, and therefore with
continuous differentials. If we consider the kth derivative of F at a 2 Rm, we have
the k-linear function

F.k/.a/ W Rm�
k

M� � � �Rm �! Rm

.h1; : : : ; hk/ 7�! F.k/.a/ .h1; : : : ; hk/:

That is, F.k/.a/ 2 L
�
Rm�

k
M� � � �Rm;Rm

� � Lk .Rm;Rm/. It has the following
properties:

P1. F.k/.a/ .h1; : : : ; hk�1; � / 2 L .Rm; Rm/ � L .Rm/.
P2. F.k/.a/ .h�.1/; : : : ; h�.k// D F.k/.a/ .h1; : : : ; hk/, where � is any permutation

of the set f1; 2; : : : ; kg.

Notice that from P1 and P2 we can use the following notation:

N1. F.k/.a/ .h1; : : : ; hk/ D F.k/.a/ h1 � � � hk. For hj D h, 1 � j � k, we write
F.k/.a/ hk.

N2. F.k/.a/ hk�1 F.l/.a/ hl D F.k/.a/F.l/.a/ hkCl�1.
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Hence, we can also express F.k/.a/ .h1; : : : ; hk/ as

F.k/.a/ .h1; : : : ; hk�1/ hk D F.k/.a/ .h1; : : : ; hk�2/ hk�1 hk
:::

D F.k/.a/ h1 � � � hk :

For any q D a C h 2 Rm lying in a neighborhood of a 2 Rm, assuming that
ŒF0 .a/��1 exists, and taking into account this notation, we write Taylor’s formulae
in the following way:

F.a C h/ D F.a/C F0.a/ h C 1

2Š
F.2/.a/ h2 C � � � C 1

pŠ
F. p/.a/ hp C OpC1 ;

D F.a/C F0.a/
 
h C

pX
kD2

Ak.a/ h
k C OpC1

!
; (10.34)

where Ak.a/ D 1

kŠ

�
F0.a/

��1
F.k/.a/ 2 Lk .Rm;Rm/ ; 2 � k � p;

and OpC1 D O.hpC1/ .

10.3.2 Symbolic Computation of the Inverse of a Function
of Several Variables

We assume that F W D � Rm �! Rm has at least p-order derivatives with continuity
on D for any x 2 Rm lying in a neighborhood of a simple zero, ˛ 2 D, of the system
F.x/ D 0. We can apply Taylor’s formulae to F.x/. By setting e D x � ˛, the local
order, and assuming that ŒF0 .˛/��1 exists, we have

F.x/ D F.˛ C e/ D �

 
e C

p�1X
kD2

Ak e
k

!
C Op ; (10.35)

where

Ak D Ak.˛/ ; k � 2 ; with � D F0 .˛/ ;

ek D .e;
k
M� � �; e/ 2 Rm�

k
M� � � �Rm and Op D O.ep/:
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Moreover, from (10.35) noting the identity by I, the derivatives of F.x/ can be
written as

F0.x/ D �

 
I C

p�1X
kD2

k Ak e
k�1
!

C Op ; (10.36)

F00.x/ D �

 
p�2X
kD2

k .k � 1/Ak e
k�2
!

C Op�1 ; (10.37)

F000.x/ D �

 
p�3X
kD3

kŠ

.k � 3/Š Ak e
k�3
!

C Op�2 ; (10.38)

and so forth up to order p.
By developing a formal series expansion of e, the inverse of F0.x/ is

�
F0.x/

��1 D
0
@I C

4X
jD1

Kje
j C O5

1
A� �1; (10.39)

where

K1 D �2A2;
K2 D 4A22 � 3A3;

K3 D �8A32 C 6A2 A3 C 6A3 A2 � 4A4;
K4 D 16A42 � 12A22 A3 � 12A2 A3 A2 � 12A3 A22 C 8A2 A4 C 8A4 A2:

Example (Newton Method) We consider the Newton’s method that we can write as

X D x � F0.x/�1 F.x/: (10.40)

The expression of the error E D X � ˛ in terms of e is built up by subtracting ˛
from both sides of (10.40) and taking into account (10.35) and (10.39). Namely,

E D e �
0
@I C

3X
jD1

Kj e
j C O4

1
A � �1 �

 
e C

4X
kD2

Ak e
k C O5

!

D A2 e
2 C 2.A3 � A22/ e

3 C .3A4 � 4A2A3 � 3A3A2 C 4A32/ e
4 C O5:

(10.41)
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The result (10.41) agrees with the classical asymptotic constant in the one-
dimensional case and states that Newton’s method has at least local order 2. Note
that the terms A2A3 and A3A2 are noncommutative.

10.3.3 A Development of the Inverse of the First Order Divided
Differences of a Function of Several Variables

We assume that F W D � Rm �! Rm has, at least, fifth-order derivatives with
continuity on D. We consider the first divided difference operator of F in Rm as a
mapping

Œ�;�IF� W D � D �! L .Rm;Rm/

.x C h; x/ �! Œx C h; x I F� ;

which, for all x; x C h 2 D, is defined by

Œx C h ; x I F� h D F.x C h/� F.x/ ; (10.42)

where L .Rm;Rm/ denotes the set of bounded linear functions (see [27, 32] and
references therein). For F sufficiently differentiable in D, we can write:

F.x C h/� F.x/ D
Z xCh

x
F0.z/ dz D

Z 1

0

F0.x C th/ dt: (10.43)

By developing F0.x C th/ in Taylor’s series at the point x 2 Rm and integrating,
we obtain

Œx C h ; x I F� D F0.x/C 1

2
F00.x/ h C � � � C 1

pŠ
F. p/.x/ hp�1 C Op: (10.44)

By developing F.x/ and its derivatives in Taylor’s series at the point x D ˛ C e
lying in a neighborhood of a simple zero, ˛ 2 D, of the system F.x/ D 0, and
assuming that ŒF0 .˛/��1 exists, we obtain the expressions (10.35) and (10.38). Next,
by replacing these expressions in (10.44), we obtain:

Œx C h ; x I F� D �
�
I C A2.2e C h/C A3.3 e

2 C 3 e h C h2/C : : :
�
; (10.45)
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or more precisely

Œx C h ; x I F� D �

 
I C

p�1X
kD1

Sk.h; e/ C Op."; e/

!
; (10.46)

where Sk.h; e/ D AkC1
kC1X
jD1

 
k C 1

j

!
ek�jC1 hj�1 ; k � 1.

We say that a function depending on " and e is an Op."; e/ if it is an O."q0 eq1 /
with q0 C q1 D p ; qi � 0 ; i D 0; 1:

Setting y D x C h, " D y � ˛ and h D " � e in (10.45) and (10.46) we obtain

Œ y ; x I F� D �
�
I C A2."C e/C A3."

2 C " e C e2/C : : :
�
; (10.47)

or more precisely

Œ y ; x I F� D �

 
I C

p�1X
kD1

Tk."; e/ C Op."; e/

!
; (10.48)

where Tk."; e/ D AkC1
kX

jD0
"k�j ej.

If we expand in formal power series of e and �, the inverse of the divided
difference given in (10.47) or in (10.48) is:

Œ y ; x I F��1 D
�
I � A2.� C e/�A3."

2 C " e C e2/C �
A2.� C e/

�2CO3."; e/
�
� �1:

(10.49)

Notice that Eq. (10.49) is written explicitly until the 2nd-degree in " and e, while
in each specific circumstance it will be adapted and reduced to the necessary terms,
with an effective contribution to the computation of the local order of convergence.

These developments of the divided difference operator (10.49) were first used in
our study Grau et al. [18].

Example (Secant Method) The generic case, (10.47), (10.48) or (10.49) can be
adapted to different cases. For example, the well-known iterative method called the
Secant method [27, 32] is defined by the algorithm:

xnC1 D xn � Œxn�1 ; xn I F��1 F.xn/ ; x0 ; x1 2 D: (10.50)

If y D xn�1 and x D xn in (10.47) then we obtain an expression of the operator
Œxn�1 ; xn I F� in terms of en�1 D xn�1 � ˛ and en D xn � ˛. If we expand in formal
power series of en�1 and en the inverse of the divided difference operator in the
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Secant method we obtain

Œxn�1; xnIF��1D�I � A2 .en�1 C en/C .A22 � A3/ e
2
n�1 C o.e2n�1/

�
� �1;

(10.51)

where A22 e
2
n�1 D .A2 en�1/2. The expression of the error enC1 D xnC1 � ˛ in terms

of en and en�1 for the Secant method is built up by subtracting ˛ from both sides
of (10.50). Taking into account (10.35) and (10.51), we have

enC1 D en � �
I � A2.en�1 C en/C .A22 � A3/e

2
n�1 C o.e2n�1/

� �
� �en C A2e

2
n C O.e3n/

�

D A2 en�1 en C .A3 � A22/ e
2
n�1 en C o.e2n�1 en/; (10.52)

where the indicial polynomial [see (10.17)] of the error difference equation (10.52)
is t2�t�1 D 0, with only one positive real root, which is the R-order of convergence
of the Secant method, � D .1Cp

5/=2. The second term of the right side of (10.52)
would give order 2, since its associated polynomial equation is t2 � t � 2 D 0. This
result agrees with the classical asymptotic constant in the one-dimensional case and
states that the Secant method has at least local order �.

A more complete expression of the error expression for the Secant method can
be found in our studies Grau et al. [13] and Ezquerro et al. [7]. A generalization of
Ostrowski method for several variables can be found in [17].

10.4 Efficiency Indices

We are interested in comparing iterative processes to approximate a solution ˛
of a system of nonlinear equations. In the scalar case, the parameters of the
efficiency index (EI) and computational efficiency (CE) are possible indicators of
the efficiency of the scheme. Then, we consider the computational efficiency index
(CEI) as a generalization to the multi-dimensional case. We show the power of this
parameter by applying it to some numerical examples.

10.4.1 Efficiency Index and Computational Efficiency

To compare different iterative methods for solving scalar nonlinear equations, the
efficiency index suggested by Ostrowski [28] is widely used,

EI D �1=a; (10.53)

where � is the local order of convergence of the method and a represents the number
of evaluations of functions required to carry out the method per iteration.
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Another classical measure of efficiency for iterative methods applied to scalar
nonlinear equations is the computational efficiency proposed by Traub [41],

CE D �1=!; (10.54)

where ! is the number of operations, expressed in product units, that are needed
to compute each iteration without considering the evaluations of the functions. In
general, if we are interested in knowing the efficiency of a scalar scheme, the most
frequently used parameter is EI, instead of any combination of this parameter with
CE.

The efficiency index for Newton’s method is 21=2 	 1:414 because an iterative
step of Newton requires the computation of f .x/ and f 0.x/ then a D 2, and the local
order is � D 2. Note that the parameter EI is independent of the expression of f
and its derivative, while the parameter CE does not consider the evaluation of the
computational cost of the functions of the algorithm.

More precisely, note that an iteration step requires two actions: first the calcu-
lation of new functions values; and then the combination of data to calculate the
next iterate. The evaluation of functions requires the invocation of subroutines,
whereas the calculation of the next iterate requires only a few arithmetic operations.
In general, these few arithmetic operations are not considered in the scalar case.

10.4.2 Computational Efficiency Index

The traditional way to present the computational efficiency index of iterative
methods (see [28, 41]) is adapted for systems of nonlinear equations. When we
deal with a system of nonlinear equations, the total operational cost is the sum
of the evaluations of functions (the function and the derivatives involved) and the
operational cost of doing a step of the iterative method.

In m-dimensional case, the choice of the most suitable iterative method, xnC1 D
˚.xn/, depends mainly on its efficiency which also depends on the convergence
order and the computational cost. The number of operations per iteration increases
the computational cost in such a way that some algorithms will not be used because
they are not efficient. In general, we have a scheme such as the following

˚.xn/ D xn ���1
n F.xn/;

where instead of computing the inverse of the operator �n, we solve the following
linear system

�n yn D �F.xn/;

xnC1 D xn C yn:
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Therefore, we choose the LU-decomposition plus the resolution of two linear
triangular systems in the computation of the inverse operator that appears. In
other words, in the multi-dimensional case we have to perform a great number of
operations, while in the scalar case the number of operations is reduced to a very
few products.

Let ` be the conversion factor of quotients into products (the time needed to
perform a quotient, in time of product units). Recall that the number of products
and quotients that we need to solve an m-dimensional linear system, using the LU-
decomposition is

!1 D m

6
.2m2 � 3m C 1/ C `

m

2
.m � 1/;

and to solve the two triangular linear systems with ones in the main diagonal of
matrix L we have !2 D m .m � 1/ C `m products. Finally, the total number of
products is

m

6

�
2m2 C 3 .1C `/m C 3 ` � 5

�
:

Definition 4 The computational efficiency index (CEI) and the computational cost
per iteration (C ) are defined by (see [13, 16, 18, 32])

CEI.
0; 
1;m; `/ D �

1

C .
0; 
1;m; `/ ; (10.55)

where C .
0; 
1;m; `/ is the computational cost given by

C .
0; 
1;m/ D a0.m/ 
0 C a1.m/ 
1 C !.m; `/; (10.56)

a0.m/ represents the number of evaluations of the scalar functions .F1; : : : ;Fm/

used in one step of the iterative method.

a1.m/ is the number of evaluations of scalar functions of F0, say
@Fi

@xj
; 1 � i; j �

m.
!.m; `/ represents the number of products needed per iteration.

The constants 
0 and 
1 are the ratios between products and evaluations required
to express the value of C .
0; 
1;m/ in terms of products, and ` is the cost of one
quotient in products.

Note that:

CEI.
0; 
1;m; `/ > 1; lim
m!1CEI.
0; 
1;m; `/ D 1:
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Notice that for 
0 D 
1 D 1 and !.m/ D 0, (10.55) is reduced to (10.53), that is
the classic efficiency index of an iterative method, say EI D �1=a in the scalar case.
Also observe that, if a0 D a1 D 0, (10.55) is written in the scalar case as (10.54);
namely, CE D �1=! .

According to (10.56), an estimation of the factors 
0 ; 
1 is required. To do
this, we express the cost of the evaluation of the elementary functions in terms of
products, which depend on the machine, the software and the arithmetic used. In
[10, 38], we find comparison studies between a multi-precision library (MPFR) and
other computing libraries. In Tables 10.2 and 10.3 our own estimation of the cost of
the elementary functions is shown in product units, where the running time of one
product is measured in milliseconds.

The values presented in Table 10.2 have been rounded to 5 unities because of
the huge variability in the different repetitions that were carried out. In contrast, the
averages are shown in Table 10.3, since the variability was very low. In addition, the
compilator of C++ that was used ensures that the function clock() gives exactly
the CPU time invested by the program. Table 10.3 shows that some relative values
for the product are lower in multiple precision than in double precision, although
the absolute time spent on a product is much higher in multiple precision.

This measure of computing efficiency is clearly more satisfactory than consider-
ing only the number of iterations or only the number of evaluated functions, which
are used widely by others authors. Any change of software or hardware requires us
to recompute the elapsed time of elemental functions, quotients and products.

In this section we compare some free derivative iterative methods that use
the divided difference operator (see [13]). Firstly, we recall the classical Secant
method (10.50) and we study a few two-step algorithms with memory.

Table 10.2 Computational cost of elementary functions computed with Matlab 2009b and Maple
13 on an IntelrCore(TM)2 Duo CPU P8800 (32-bit machine) processor with Microsoft Windows
7 Professional, where x D p

3� 1 and y D p
5

Software x � y x=y
p
x exp.x/ ln.x/ sin.x/ cos.x/

Matlab 2009b 4:5E�7ms 10 55 80 145 35 50

Maple13 16 digits 1:2E�3ms 1 10 25 45 25 20

Maple13 1024 digits 4:0E�2ms 1 5 45 10 90 90

Maple13 4096 digits 3:5E�1ms 1 5 50 10 105 105

Table 10.3 Computational cost of elementary functions computed with a program written in
C++, compiled by gcc(4.3.3) for i486-linux-gnu with libgmp (v.4.2.4) and libmpfr
(v.2.4.0) libraries on an IntelrXeon E5420, 2.5 GHz, 6 MB cache processor where x Dp
3� 1 and y D p

5

Arithmetics x � y x=y
p
x exp.x/ ln.x/ sin.x/ cos.x/

C++ double 2:3E�7ms 29 29 299 180 181 192

C++ MPFR 1024 digits 1:16E�2ms 2.4 1.7 62 57 69 65

C++ MPFR 4096 digits 1:04E�1ms 2.5 1.7 88 66 116 113
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10.4.3 Examples of Iterative Methods

Secant Method We call˚0 to the well-known iterative secant method (10.50). That
is, by setting x�1; x0 2 D

xnC1 D ˚0.xn�1; xn/ D xn � Œ xn�1; xnIF��1 F.xn/; (10.57)

with the local order of convergence � D .1C p
5/=2 D 1:618 : : :

Frozen Divided Difference Method We consider two steps of the Secant method
and by setting x�1; x0 given in D,

�
yn D ˚0.xn�1; xn/;

xnC1 D ˚1.xn�1; xn/ D yn � Œxn�1; xnIF��1 F.yn/; n � 0:
(10.58)

In this case, the local order is at least 2. Therefore, this method is a quadratic
method where the divided difference operator is only computed once, which is why
the reason why it is called the frozen divided difference method (for more details
see [18]).

The next two iterative methods are pseudo-compositions of two known schemes,
which are two-step algorithms.

First Superquadratic Method We take the Secant method twice. That is, by
putting x�1; x0 given in D,

�
yn D ˚0.xn�1; xn/;

xnC1 D ˚2.xn�1; xn/ D yn � Œ xn; ynIF��1 F.yn/; n � 0:
(10.59)

The order of the two-step iterative method with memory defined in (10.59) is 1 Cp
2 D 2:414 : : :

Second Superquadratic Method We define the pseudo-composition of the Secant
method with the Kurchatov method [9, 26]. The result is the following scheme:
Given x�1; x0 in D,

�
yn D ˚0.xn�1; xn/;

xnC1 D ˚3.xn�1; xn/ D yn � Œ xn; 2yn � xnIF��1 F.yn/; n � 0:
(10.60)

This two-step scheme with memory has a local order of convergence equal to 1 Cp
3 D 1:732 : : :

Finally, we observe that we have moved from a superlinear method such as the
Secant method with local order equal to .1 C p

5/=2 to a superquadratic method
with local order equal to 1C p

3.
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10.4.4 Comparisons Between These Methods

We study the efficiency index of the four iterative methods ˚j; 0 � j � 3, given
by (10.57), (10.58), (10.59) and (10.60) respectively. The computational efficiency
index (CEIj) of each iterative method and the computational cost per iteration (Cj)
are defined in (10.55) as

CEIj.
;m; `/ D �

1

Cj.
;m; `/ ;

where

Cj.
;m; `/ D aj.m/
C !j.m; `/:

Note that we denote 
0 by 
 in these examples. For each method ˚j for
j D 0; 1; 2; 3, Table 10.4 shows: the local order of convergence �j; the number
of evaluations of F (NEF); the number of computations of the divided differences
(DD); the value of aj.m/; and !j.m; `/. In order to obtain these results, we consider
the following computational divided difference operator (10.61). To compute the
Œxn�1; xnIF� operator, we need m2 divisions and m.m � 1/ scalar evaluations. Note
that, for the Œxn; ynIF� or Œxn; 2yn � xnIF� operators we need m2 scalar evaluations.

Œ y; xIF�.1/i j D �
Fi.y1; : : : ; yj�1; yj; xjC1; : : : ; xm/� (10.61)

Fi.y1; : : : ; yj�1; xj; xjC1; : : : ; xm/
�
=.yj � xj/; 1 � i; j � m:

Summarizing the results of Table 10.4 we have

C0.
;m; `/ D m

6
.2m2 C 6m
C 3m C 9`m C 3` � 5/; �0 D 1Cp

5
2

I

C1.
;m; `/ D m

6
.2m2 C 6m
C 9m C 9`m C 6
C 9` � 11/; �1 D 2I

C2.
;m; `/ D m

3
.2m2 C 6m
C 3m C 9`m C 3` � 5/; �2 D 1C p

2 I

C3.
;m; `/ D m

3
.2m2 C 6m
C 3m C 9`m C 3
C 3`� 2/; �3 D 1C p

3 :

In order to compare the corresponding CEIs we use the following quotient

R i j D logCEIi
logCEIj

D log �i
log �j

Cj

Ci
;

and we have the following theorem [13]. In Table 10.5, we present the different
situations of this theorem.
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Table 10.4 Local convergence order and computational cost of methods ˚j for 0 � j � 3

�j NEF DD aj.m/ !j.m; `/

˚0 .1C p
5/=2 1 1 m.m � 1/C m D m2 m.2m2 C 3m C 9`m C 3`� 5/=6

˚1 2 2 1 a0.m/C m D m2 C m p0.m/C m.m � 1/C m` D
m.2m2 C 9m C 9`m C 9`� 11/=6

˚2 1C p
2 1 2 a0.m/C m2 D 2m2 2p0.m/ D

m.2m2 C 3m C 9`m C 3`� 5/=3

˚3 1C p
3 2 2 a1.m/C m D 2m2 C m 2p0.m/C 1 D

m.2m2 C 3m C 9`m C 3`� 2/=3

Table 10.5 The four situations of Theorem 1

m D 2 m D 3 4 � m � 11 m � 12

CEI0 > CEI2
CEI1 > CEI2 CEI1 > CEI0 > CEI2 CEI1 > CEI0 > CEI2
CEI1 > CEI3 CEI1 > CEI3 CEI1 > CEI3 > CEI2 CEI1 > CEI0 > CEI3 > CEI2

Theorem 1 For all ` � 1 we have:

1. CEI1 > CEI2 and CEI3, for all m � 2.
2. CEI0 > CEI2 for all m � 2.
3. CEI1 > CEI0, for all m � 3.
4. CEI3 > CEI2 for all m � 4.
5. CEI3 > CEI0, for all m � 12,

10.4.5 Numerical Results

The numerical computations listed in Tables 10.7, 10.8, 10.9, 10.10 10.11, 10.12
and 10.13 were performed on an MPFR library of C++ multiprecision arithmetics
[39] with 4096 digits of mantissa. All programs were compiled by gcc(4.3.3)
for i486-linux-gnu with libgmp (v.4. 2.4) and libmpfr (v.2.4.0)
libraries on an IntelrXeon E5420, 2.5 GHz and 6 MB cache processor. For this
hardware and software, the computational cost of the quotient with respect to the
product is ` D 2:5 (see Table 10.3). Within each example the starting point is the
same for all methods tested. The classical stopping criterion jjeIjj D jjxI � ˛jj >
0:5 � 10�" and jjeIC1jj � 0:5 � 10�", with " D 4096, is replaced by

EI D jjOeIjj
jjOeI�1jj < 0:5 � 10��;
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where OeI D xI � xI�1 and � D ��1
�2

" [see (10.25a)]. Notice that this criterium
is independent of the knowledge of the root. Furthermore, in all computations
we have substituted the computational order of convergence (COC) [43] by the
approximation ACOC, O�I (10.33b).

Examples We present the system defined by

Fi.x1; : : : ; xm/ D
mX
jD1
j¤i

xj � exp.�xi/ D 0; 1 � i � m; (10.62)

where m D 3; 5; 13 and 
 D 87:8 for arithmetics of 4096 digits, since in (10.62) 

is independent from m. The three values of m correspond to three situations of the
Theorem 1 (see Table 10.6). Tables 10.7, 10.8 and 10.9 show the results obtained
for the iterative methods ˚0, ˚1, ˚2 and ˚3 respectively.

Table 10.6 The three cases of Theorem 1 for 
 D 87:8 and ` D 2:5

Case 1. m D 3 Case 2. m D 5 Case 3. m D 13

CEI1 > CEI0 > CEI2 > CEI4 CEI1 > CEI0 > CEI4 > CEI2 CEI1 > CEI4 > CEI0 > CEI2

Table 10.7 Numerical results for case 1, where m D 3 and tp D 0:1039

˚i I T DI CEI TF j� O�I j
˚0 17 1540 3130 1:000573924 4013:15 5:18E�6
˚1 10 1340 3310 1:000621515 3705:95 7:79E�3
˚2 9 1620 3960 1:000525578 4382:20 1:76E�5
˚3 7 1480 2140 1:000517189 4453:27 2:05E�3

Table 10.8 Numerical results for case 2, where m D 5 and tp D 0:1039

˚i I T DI CEI TF j� O�I j
˚0 17 4290 3470 1:000205229 11220:74 2:65E�6
˚1 10 3040 2180 1:000246133 9356:20 8:25E�3
˚2 8 4030 1880 1:000187944 12252:59 1:12E�5
˚3 7 3850 2140 1:000195783 11762:06 1:28E�3

Table 10.9 Numerical results for case 3, where m D 13 and tp D 0:1039

˚i I T DI CEI TF j� O�I j
˚0 17 29070 2630 1:000029533 77967:67 3:99E�6
˚1 11 20460 2950 1:000039330 58546:41 7:58E�3
˚2 9 30950 3380 1:000027046 85137:03 1:45E�5
˚3 7 24810 1650 1:000029786 77305:42 1:58E�3
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For each case, we present one table where we read the method ˚i, the number
of iterations needed I to reach the maximum precision requested, the computational
elapsed time T in milliseconds of the C++ execution for these iterations, the correct
decimals reached in DI approximately, the computational efficiency index CEI, the
time factor TF D 1= logCEI, an error’s higher bound of the ACOC computation
� O�I where � D O�I ˙� O�I .
Case 1 We begin with the system (10.62) form D 3whereCEI1 > CEI0 > CEI2 D
CEI3 > CEI4. The root ˛ D .˛i/; 1 � i � m, and the two initial points x�1; x0 are

˛1 D �0:8320250398; ˛2;3 D 1:148983754;

x�1 D .�0:8; 1:1; 1:1/t x0 D .�0:9; 1:2; 1:2/t:

The numerical results of this case are shown in Table 10.7.

Case 2 The second case is the system (10.62) for m D 5 where CEI1 > CEI0 >
CEI4 > CEI2 D CEI3. The numerical results of this case are shown in Table 10.8.
The root ˛ and the two initial points x�1; x0 are

˛1;2;5 D �2:153967996; ˛3;4 D 6:463463374;

x�1 D .�2:1;�2:1; 6:4; 6:4;�2:1/t x0 D .�2:2;�2:2; 6:5; 6:5;�2:2/t:

Case 3 Finally, the third case is the system (10.62) for m D 13 where CEI1 >
CEI4 > CEI0 > CEI2 D CEI3. The numerical results of this case are in Table 10.9.
The root ˛ and the two initial points x�1; x0 are

˛1;2;3;5;7;10 D 1:371341671; ˛4;6;8;9;11;12;13 D �:9432774419;
x�1 D .1:3; 1:3; 1:3;�0:9; 1:3;�0:9; 1:3;�0:9;�0:9; 1:3;�0:9;�0:9;�0:9/t;
x0 D .1:4; 1:4; 1:4;�1:0; 1:4;�1:0; 1:4;�1:0;�1:0; 1:4;�1:0;�1:0;�1:0/t:

Remark 1 In case 1, we can arrange methods ˚2 and ˚3 according to the elapsed
time T or the time factor TF. The results are different because the final precisions
DI obtained in each method are not comparable. In Sect. 10.5 we explain a better
way to compare the elapsed time that is more consistent with the theoretical results
of the computational efficiency index CEI.

Remark 2 The first numerical definition of divided difference (10.61) has a coun-
terexample in the following 2 � 2 system of nonlinear equations

F.x1; x2/ D
(
x21 C x22 � 9 D 0;

x1 x2 � 1 D 0:
(10.63)

Scheme ˚3 gives a PCLOC M� D 1 C p
2, instead of the theoretical value � D

1 C p
3. Furthermore, a comparison of the expression (10.43), taking into account
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the definition of the divided differences operator (10.61), gives the following result

Z 1

0

F0.x C th/ dt D
 
2x1 C h1 2x2 C h2

x2 C h2=2 x1 C h1=2

!
¤ Œ x C h; xIF �.1/ D

 
2x1 C h1 2x2 C h2

x2 x1 C h1

!
;

where x D .x1; x2/t, h D .h1; h2/t and t 2 R. Due to Potra [30, 32] we have the
following necessary and sufficient condition to characterize the divided difference
operator by means of a Riemann integral.

Theorem 2 If F satisfies the following Lipschitz condition kŒx; yIF� � Œu; vIF�k �
H .kx � uk C ky � vk/, then equality (10.61) holds for every pair of distinct points
.xC h; x/ 2 D�D if, and only if, for all .u; v/ 2 D�D with u ¤ v and 2v� u 2 D
the following relation is satisfied:

Œu; vIF� D 2 Œu; 2v � uIF�� Œv; 2v � uIF�: (10.64)

We can check that the function considered in (10.75) does not hold (10.64). We need
a new definition of divided differences instead of the definition given in (10.61) to
obtain the local order required when we apply algorithms ˚k; k D 0; 1; 2; 3, in this
case. We use the following method to compute the divided difference operator

Œ y; xIF�.2/i j D 1

2

�
Œ y; xIF�.1/i j C Œx; yIF�.1/i j

�
; 1 � i; j � m: (10.65)

Notice that the operator defined in (10.65) is symmetric: Œ y; xIF� D Œx; yIF�.
If we use definition (10.65), we have to double the number of evaluations of the
scalar functions in the computation of Œ y; xIF�, and by rewriting (10.65) we have
m2 quotients.

If we use (10.65) then method ˚3 applied to system (10.75), the computational
order of convergence is equal to 1C p

3. Another example with the same behavior
as (10.75) is

Fi.x1; : : : ; x3/ D xi � cos

0
B@

3X
jD1
j¤i

xj � xi

1
CA ; 1 � i � 3: (10.66)

In Table 10.10, we show the numerical results of method ˚3 applied to the
systems of nonlinear equations (10.75) and (10.66). We denote by ˚

. j/
3 , j D

1; 2, method ˚3 using the numerical definition of the divided difference operator
Œ x C h; xIF �. j/, j D 1; 2 respectively. By setting TF. j/3 D 1= logCEI. j/3 as the time

factors of methods ˚. j/
3 and by comparing the two time factors of system (10.75),

we can conclude (see Table 10.10) that method˚.2/
3 is more efficient than˚.1/

3 . This
behavior is reversed in example (10.66).
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Table 10.10 Numerical results for the scheme ˚3 applied to systems (10.75) and (10.66)

System (10.75) System (10.66)

�
. j/
3 TF. j/3 I DI j� O�I j TF. j/3 I DI j� O�I j

˚
.1/
3 1C p

2 65:8 7 2918 1:2E�4 2205:4 9 3386 2:3E�4
˚
.2/
3 1C p

3 63:7 6 2853 4:3E�3 2982:3 8 4199 1:7E�4

10.5 Theoretical Numerical Considerations

Theoretical and experimental studies of numerical applications often move away
from one another. From studies by Ostrowski [28], Traub [41] and Ralston [33],
we have introduced new concepts that allow us to estimate the execution time. We
revisit the time factor [18] and we present a relation between these measures and the
number of iterations, to achieve a given precision in the root computation. In other
words, in the classical comparison between two iterative methods, the following
ratio of efficiency logarithms was introduced

�1

�2
D logCEI2

logCEI1
D C1= log�1

C2= log�2
; (10.67)

where� is the total cost of products to obtain the required precision when we apply
a method. That is, if I is the total number of iterations, then

� D I � C : (10.68)

In this section, we also introduce a new factor that provides us with an explicit
expression of the total time Q�.

10.5.1 Theoretical Estimations

As an iterative method has local order of convergence � and local error en D xn�˛ ,
we define Dn D � log10 jjenjj. That is, Dn is approximately the number of correct
decimal places in the nth iteration. From the definition of local order, we have
jjeIC1jj 	 CjjeIjj� and DIC1 	 � log10 C C �DI . The solution of this difference
equation is

DI 	 D0�
I C log10M; where M D C1=.��1/;

and we obtain DI 	 D0�I . If we apply logarithms to both sides of the preceding
equation and take into account (10.68) we get

I D .log q/=.log�/ and � D log q
C

log�
D log q

logCEI
; (10.69)



10 Local Convergence and Efficiency of Iterative Methods 273

where q D DI=D0. From (10.68), if we take Q�.q/ D � tp, where tp is the time
required to do one product, then Q�.q/ is the total time. Taking into account (10.55)

and (10.69), the total time is Q�.q/ 	 log q
tp

logCEI
. If we consider the time in

product units, then 1=logCEI will be called the time factor (TF). Notice that the
term log q introduced in (10.69) is simplified in the quotient of Eq. (10.67). In
[33], (10.67) is obtained from

�1

�2
D I1

I2

C1
C2
: (10.70)

Then, considering� D C = ln �, the efficiency index is

EI D 1

�
D ln �

C
D ln �1=C :

Not only have we taken CEI as defined in (10.55), but we have also expressed
the factor that is simplified in (10.70) as

Ik D log q

log �k
k D 1; 2;

as we inferred and deduced in (10.69). We are now in a position to state the
following theorem.

Theorem 3 In order to obtain DI correct decimals from D0 correct decimals using
an iterative method, we can estimate

• the number of iterations I 	 log q

log �
,

• the necessary time Q�.q/ 	 log q
tp

logCEI
,

where q D DI=D0 and tp is the time needed for one product and C is the
computational cost per iteration.

When we are faced with a numerical problem we rewrite the estimation of time
as in the following equation of the straight line in variables .logDI ; Q�/:

Q�.DI/ D tp
logCEI

.logDI � logD0/ D � log
DI

D0
D � log q;

where � D tp= log.CEI/. That is, � is a coefficient that measures the time of
execution in function of the approximate number of correct decimals. In order to
study and analyze an iterative method, we can consider the straight line Q�.DI/ with
slope � in a semi-logarithmic graph. If we approximate the .logDj; �.Dj// pairs in a
least-squares sense by a polynomial of degree one, we can compute an experimental
slope Q� that is used in Figs. 10.1, 10.2 and 10.3, and Tables 10.11, 10.12 and 10.13.
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Table 10.11 Numerical
results for case 1, where
m D 3 and tp D 0:1039

˚i TF I DI Q� Q� rTF
˚0 4013:15 17 3130 1292 430:7 0:997

˚1 3705:95 11 3310 1123 398:1 1:024

˚2 4382:20 9 3960 1388 468:8 0:994

˚3 4453:27 7 2140 1187 475:7 1:008

Table 10.12 Numerical
results for case 2, where
m D 5 and tp D 0:1039

˚i TF I DI Q� Q� rTF
˚0 11220:74 17 3470 3776 1159:8 0:985

˚1 9356:20 10 2180 2660 978:6 1:008

˚2 12252:59 8 1880 3561 1262:2 0:989

˚3 11762:06 7 2140 3216 1239:2 1:003

Table 10.13 Numerical results for case 3, where m D 13 and tp D 0:1039

˚i TF I DI Q� Q� rTF
˚0 77967:67 17 2630 25266 8125:6 1:008

˚1 58546:41 11 2950 18205 6117:1 1:010

˚2 85137:03 9 3380 26995 8950:9 1:003

˚3 77305:42 7 1650 21007 8040:0 1:006
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Tables 10.11, 10.12 and 10.13 show the time factor (TF); the last iteration
reached (I); the approximated number of correct decimal places in the Ith iteration
(DI); the elapsed time Q�; the slope Q�; and the computed time factor fTF defined by

fTF D
e�.DI/

tp log q
D Q�

tp
	 TF D 1

logCEI
:

Furthermore, the last column shows the percentage of relative error rTF between TF
and fTF. Note that the ordering of the methods according to time factor (TF) (or
CEI) matches the ordering according to Q�.

Figures 10.1, 10.2 and 10.3 show in a semi-logarithmic graph the .logDj; �.Dj//

pairs and the straight line of each method. Note that the smaller the slope of the line,
the more efficient the method.

10.6 Ball of Local Convergence

In this section, we use the convergence ball to study an aspect of local conver-
gence theory. For this purpose, we present an algorithm devised by Schmidt and
Schwetlick [34] and subsequently studied by Potra and Pták [31]. The procedure
consists of fixing a natural number k, and keeping the same linear operator of the
Secant method for sections of the process consisting of k steps each. It may be
described as follows: starting with xn; zn 2 D, for 0 � j � k � 1, n � 0 and
x.0/n D zn,

x. jC1/n D ˚4; jC1.xnI xn�1/ D x. j/n � Œ xn; znIF��1 F.x. j/n /: (10.71)

In the two last steps we take xnC1 D ˚4; k�1.xnI xn�1/ D x.k�1/n and finally znC1 D
˚4; k.xnI xn�1/ D x.k/n .

The iterative method ˚4; k defined in (10.71) has a local convergence order equal

to at least �4; k D 1
2

�
k C p

k2 C 4
�

[21].

We introduce a theorem (see [21]) on the local convergence of sequences defined
in (10.71), following the ideas given in [8, 36]. We denote B.˛; r/ the open ball
fx 2 RmI kx � ˛k < rg:
Theorem 4 Let ˛ be a solution of F.x/ D 0 such that ŒF0.˛/��1 exists. We suppose
that there is a first order divided difference Œx; yIF� 2 L .D;Rm/, for all x; y 2 D,
that satisfies



ŒF0.˛/��1 .Œx; yIF� � Œu; vIF�/

 � K .kx � uk C ky � vk/ ; x; y; u; v 2 D;
(10.72)

and B.˛; r/ � D, where r D 1

5K
. Then, for x0; z0 2 B.˛; r/, the sequence

fx. jC1/n g, 0 � j � k � 1, n � 0, given in (10.71) is well-defined, belongs to B.˛; r/
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and converges to ˛. Moreover,

kx. jC1/n � ˛k D
K
�
kxn � ˛k C kzn � ˛k C kx. j/n � ˛k

�

1 � K .kxn � ˛k C kzn � ˛k/ kx. j/n � ˛k: (10.73)

Theorem 4 can be seen as a result of the accessibility of the solution in the

following way, if x0; z0 2 B.˛; r/, where r D 1

5K
, the sequence fx. jC1/n g, given

in (10.71), converges to ˛. The radius r could be slightly increased if we consider
center-Lipschitz conditions, as in [3] or [4], for instance. In fact, let us assume that,
together with (10.72), the following condition holds:



ŒF0.˛/��1 .Œ˛; ˛IF� � Œu; vIF�/

 � K1 .k˛ � uk C k˛ � vk/ ; u; v 2 D:
(10.74)

Obviously K1 is always less than or equal to K. Then, we can mimic the proof of
Theorem 4 (see [21]) to obtain the radius r1 D 1=.2K1 C 3K/ � r:

Application Now, we consider an application of the previous analysis to the
nonlinear integral equation of mixed Hammerstein type of the form:

x.s/ D 1C 1

2

Z 1

0

G.s; t/ x.t/3 dt; s 2 Œ0; 1�;

where x 2 CŒ0; 1�, t 2 Œ0; 1�, and the kernel G is the Green function

G.s; t/ D
(
.1 � s/ t; t � s;

s .1 � t/; s < t:

Using the following Gauss-Legendre formula to approximate an integral, we
obtain the following nonlinear system of equations

xi D 1C 1

2

8X
jD1

bij x
3
j ; bij D

(
$jtj.1 � ti/; if j � i,

$jti.1 � tj/; if j > i,
i D 1; : : : ; 8; (10.75)

where the abscissas tj and the weights $j are determined for m D 8 (see [6]). We
have denoted the approximation of x.ti/ by xi (i D 1; 2; : : : ; 8). The solution of this
system is ˛ D .˛1; ˛2; ˛3; ˛4; ˛4; ˛3; ˛2; ˛1/

t, where

˛1 	 1:00577; ˛2 	 1:02744; ˛3 	 1:05518 and ˛4 	 1:07441:
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The nonlinear system (10.75) can be written in the form

F.x/ D x � 1 � 1

2
B Ox D 0;

for x D .x1; : : : ; xm/t, 1 D .1; 1; : : : ; 1/t, Ox D .x31; : : : ; x
3
m/

t and B D .bij/.
Taking the definition of the divided difference operator (10.61) we have

Œx; yIF� D I � 1

2
B diag.Qp/;

where Qp 2 Rm and Qpi D x2i CxiyiCy2i ; 1 � i � m. The Fréchet-derivative of operator
F is given by

F0.X/ D I � 3

2
B diag.q/;

where q 2 Rm and qi D X2i ; 1 � i � m, and, in addition, we have F0.X/� F0.Y/ D
� 3
2
B diag.r/, where r 2 Rm and ri D X2i � Y2i , 1 � i � m. Setting

˝ D fX 2 RmjkXk1 � ıg (10.76)

and taking norms we obtain

kF0.X/� F0.Y/k � 3

2
kBk max

1�i�m
j2cij kX � Yk;

where c 2 ˝ , and we get

kF0.X/� F0.Y/k � 3 ı kBk kX � Yk: (10.77)

The divided difference operator can also be written as follows (see [32]):

Œx; yIF� D
Z 1

0

F0 .�x C .1� �/y/ d�:

Then we have

kŒx; yIF� � Œu; vIF�k �
Z 1

0

kF0 .�x C .1 � �/y/� F0 .�u C .1 � �/v/ k d�

� 3 ı kBk
Z 1

0

.�kx � uk C .1 � �/ky � vk/ d�

D 3

2
ı kBk .kx � uk C ky � vk/ :
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Table 10.14 Numerical
results for the radius of the
existence ball in the nonlinear
system (10.75) for different
values of ı defined in (10.76)
and the corresponding K
introduced in (10.78)

ı K r

1:3 0:29708 0:6732

1:2 0:27423 0:7293

1:1 0:25137 0:7956

Here r is the radius for the
frozen Schmidt-Schwetlick
method (Theorem 4)

Next, we compute an upper bound for the inverse of F0.˛/, kF0.˛/�1k � 1:233,
and finally, taking into account

kF0.˛/�1 .Œx; yIF� � Œu; vIF�/ k � kF0.˛/�1k 3
2
ı kBk .kx � uk C ky � vk/ ;

we deduce the following value for the parameter K introduced in (10.72):

K D 3

2
ı kF0.˛/�1k kBk: (10.78)

Table 10.14 shows the size of the balls centered in ˛, r D 1=.5K/, for the frozen
Schmidt-Schwetlick method and for x�1 D ı and x0 D 1 (see Theorem 4).

The numerical computations were performed on an MPFR library of C++ multi-
precision arithmetics with 4096 digits of mantissa. All programs were compiled by
g++(4.2.1) for i686-apple-darwin1 with libgmp (v.4.2.4) and libmpfr
(v.2.4.0) libraries on an Intelr Core i7, 2.8 GHz (64-bit machine) processor.
For this hardware and software, the computational cost of the quotient respect to the
product is ` D 1:7. Within each example, the starting point is the same for all the
methods tested. The classical stopping criteria jjeIC1jj D jjxIC1 � ˛jj < 10�" and
jjeIjj > 10�", where " D 4096, is replaced by jjQeIC1jj D jjxIC1 � Q̨ IC1jj < " and
jjQeIjj > ", where Q̨n is obtained by the ı2-Aitken procedure, that is

Qen D
 
.ıx.r/n�1/2

ı2x.r/n�2

!

rD1�m

(10.79)

where ıxn�1 D xn � xn�1 and the stopping criterion is now jjQeIC1jj < 10��; where
� D �

" .2� � 1/=�2
�
. Note that this criterion is independent of the knowledge of the

root (see [14]).
In this case the concrete values of the parameters for the method ˚4;k are

.m; 
/ D .8; 11/. Taking as initial approximations x�1 D 1 and x0 D 1:1, which
satisfy the conditions of Theorem 4 (see Table 10.14), we compare the convergence
of the methods ˚4; k, towards the root ˛. We get the results shown in Table 10.15.
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Table 10.15 Numerical results for the nonlinear system (10.75), where we show I, the number of
iterations, �4;k, the local order of convergence, CEI, the computational efficiency index, TF, the
time factor, DI and the estimation of the corrected decimal number in the last iteration xI

I �4; k CEI TF DI

˚4;5 4 5:193 1:000969201 1032:3 1477

˚4;6 4 6:162 1:000979191 1021:8 2973

˚4;7 3 7:140 1:000975729 1025:4 757

Finally, in the computations we substitute the computational order of conver-
gence (COC) [43] by an extrapolation (ECLOC) denoted by Q� and defined as follows

Q� D ln jjQeIjj
ln jjQeI�1jj ;

where QeI is given in (10.79). If � D Q�˙� Q�, where � is the local order of convergence
and � Q� is the error of ECLOC, then we get � Q� < 10�3. This means that in all
computations of ECLOC we obtain at least three significant digits. Therefore, it is
a good check of the local convergence orders of the family of iterative methods
presented in this section.

10.7 Adaptive Arithmetic

In this section, we present a new way to compute the iterates. It consists of adapting
the length of the mantissa to the number of significant figures that should be
computed in the next iteration. The role of the local convergence order � is the
key concept to forecast the precision of the next iterate. Furthermore, if the root is
known, then an expression of the forecast of digits in terms of xn and en is

�en D d� .� log10 jjenjj C 4/C log10 jjxnjje;

where 4 is a security term that is empirically obtained. When the root is unknown
according to

Dk 	 � log10 kekk 	 � �

� � 1
log10 kMekk: (10.80)

(see Sect. 10.2 for more details) we may use the following forecast formulae

�Men D
�
�2

� � 1 .� log10 jjMenjj C 2/C log10 jjxnjj
�
;

where�en and�Men are the lengths of the mantissa for the next iteration.
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10.7.1 Iterative Method

The composition of two Newton’s iteration functions is a well-known technique
that allows us to improve the efficiency of iterative methods in the scalar case. The
two-step iteration function obtained in this way is

8
<
:

y D N .x/ D x � f .x/

f 0.x/
;

X D N .y/:
(10.81)

In order to avoid the computation and the evaluation of a new derivative function
f 0.y/ in the second step, some authors have proposed the following variant:

X D y � f .y/

f 0.x/
: (10.82)

In this case, the derivative is “frozen” (we only need to calculate f 0.x/ at each step).
Note that the local order of convergence decreases from � D 4 to � D 3, but the
efficiency index in (10.81) is EI D 41=4 D 1:414, while in (10.82) we have an
improvement: EI D 31=3 D 1:441.

Chung in [5] considers a different denominator in the second step of (10.81);
namely,

X D y � f .y/

f 0.x/ h.t/
; (10.83)

where t D f .y/=f .x/ and h.t/ is a real valued function. The conditions established
by Chung [5] in order to obtain a fourth-order method with only three evaluations
of functions, f .x/; f .y/; f 0.x/, are the following

h.0/ D 1; h0.0/ D �2 and jh00.0/j < 1:

In particular, we consider a specific member of the King’s family [25] defined by

h.t/ D 1

1C 2 t
(see also [2]) and the second step of (10.81) is

X D y � .1C 2 t/
f .y/

f 0.x/
:

Taking into account that

t D f .y/

f .x/
D f .x/C f .y/� f .x/

f .x/
D 1C f .y/� f .x/

f .x/
;
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Table 10.16 Computational cost of iterative methods ˚5

a0.m/ a1.m/ !.m; `/

˚5 m2 C m m2
m

6
.2m2 C 3.3`C 7/m C .15`� 17//

and f .x/ D � f 0.x/ .y � x/, we have

t D 1 � f .y/ � f .x/

f 0.x/ .y � x/
D 1 � Œx; y�f

f 0.x/
; (10.84)

we generalize to the operator T defined by

T D I � F0.x/�1 Œx; yIF�:

So we consider the iterative method
8
ˆ̂<
ˆ̂:

yn D xn � F0.xn/�1 F.xn/;

xnC1 D ˚5.xn/ D yn � .I C 2 T/ F0.x/�1 F.y/
D yn � �

3 I � 2F0.xn/�1 Œ xn; ynIF �
�
F0.x/�1 F.y/:

(10.85)

This algorithm has been deduced independently by Sharma and Arora [37], who
prove that the R-order is at least four. In Table 10.16 we present the parameters of
the computational cost of this scheme.

10.7.2 Numerical Example

We have applied the method (10.85) to the system (10.62) for m D 11 and the
initial vector x0 with all its components equal to 0:1. The solution reached with
this initial point is the vector ˛ with their eleven components approximately equal
to 0:09127652716 : : : In this case, taking into account 
1 D 
0=m, we have
.m; 
0; 
1/ D .11; 76:4; 6:95/.

Table 10.17 shows the correct decimals and forecast for this function using the
˚5 method. In the first two rows, we consider the correct decimals number Dn using
fixed arithmetic (FA) and adaptive arithmetic (AA). In the third and fourth rows,
the forecasts of lengths of the mantissa are obtained in adaptive arithmetic when we
know the root �en , or not �Men , respectively.

As can be seen, all the forecasts overestimate the real values. Note that the values
of �en and ˛ are very similar.

The two first rows in Table 10.18 show the partial and total elapsed time (te and
Te) when the root is known. The third and fourth rows show these times (tMe and TMe)
when the root is unknown. Moreover, using fixed arithmetic, the total elapsed time
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Table 10.17 Number of
correct decimals and forecasts
for each iteration 1 � n � 5

n 1 2 3 4 5

Dn FA 12 51 209 839 3358

Dn AA 12 51 209 837 3346

�en 32 63 221 850 3363

�Men 32 63 220 850 3369

Table 10.18 Partial and total
elapsed time in ms for each
iteration 1 � n � 5

n 1 2 3 4 5

te 1:112 1:591 3:639 23:598 209:953

Te 1:112 2:703 6:342 29:940 239:893

tMe 1:215 1:722 3:902 25:352 226:234

TMe 1:215 2:937 6:839 32:191 258:425

Table 10.19 Elapsed time in ms for 100,000 products

Digits 32 64 128 256 512 1024 2048 4096 8192 16,384 32,768

Time (ms) 5.0 9.1 16.0 33.1 89.1 274.6 820.1 2419.0 7190.9 19,019.7 53,083.7

to obtain the same solution is 1364:151ms. Henceforth, the time in the forecast of
the mantissa length is sufficiently short that we can state that the use of adaptive
arithmetic is a technique five times faster than the fixed arithmetic technique (in
fact, 5:7 using e and 5:3 using Me).

10.7.3 Practical Result

Note that, if the number of digits is increased, then the time needed to compute a
product is also increased. In particular, when the number of digits is doubled from
256 digits the computational time is tripled (see Table 10.19). Following Karatsuba’s
algorithm [24], we have

tn D a�

n ;

where 
 D log2 3 D 1:58496 : : : Note that �n D Dn C � where Dn is the number
of correct decimals and� is the number of integer digits of xn. For the range 256 �
�n � 4096 we have�


n 	 D
n . Therefore, from DnC1 	 �Dn we obtain

CnC1 D a�

nC1 	 aD
nC1 	 a �
D
n 	 �
 Cn:
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Denoting by CI the computational cost of the last iteration, if we consider an infinite
number of iterations, the total cost is

eC D CI

�
1C 1

�

C 1

�2

C � � �

�
D CI

�


�
 � 1 :

If we only consider the last iterate then we have

r D CI

eC D �
 � 1
�


:

Notice that for � D 4 we have r D 0:889. From Table 10.18 we can deduce that
in the two cases (knowledge of the root and no knowledge of the root) in adaptive
arithmetic, the computational cost of the last iteration is 87.5 % of the total elapsed
time. Actually, we can assert that for iterative methods of an order equal to or greater
than the fourth order, we only need to consider the cost of the last iteration to obtain
a first approximation.
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