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Abstract. We consider a class of ergodic Hamilton–Jacobi–Bellman (HJB) equations related to long-time asymptotics of nonsmooth multiplicative functional of diffusion processes. Under suitable ergodicity assumptions on the underlying diffusion, we show existence of these asymptotics and that they solve the related HJB equation in the viscosity sense.
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1. Introduction. Let \((x_t)_{t \geq 0}\) be a continuous-time, homogeneous Markov process with infinitesimal generator \(L\). To fix ideas, assume \(x_t\) is \(\mathbb{R}^d\)-valued. Given a function \(c : \mathbb{R}^d \to \mathbb{R}\) and \(\gamma > 0\), we are interested in obtaining long-time asymptotics of the functional

\[
S(T, x) := \log E_x \left[ \exp \left( \gamma \int_0^T c(x_t) dt \right) \right],
\]

where \(E_x\) is the expectation conditioned to \(x_0 = x\). Let \(\varphi(T, x) = e^{S(T, x)}\). At least at the formal level, \(\varphi\) is a solution of the equation

\[
\partial_t \varphi(t, x) = L\varphi(t, x) + \gamma c(x) \varphi(t, x).
\]

If a Perron–Frobenius-type theorem holds for the operator \(L + \gamma c\), then for \(T\) large \(\varphi(T, x)\) gets close to \(e^{\lambda T} v(x)\), where \(\lambda\) is the largest eigenvalue of \(L + \gamma c\), and \(v\) is the corresponding strictly positive eigenfunction. In other words, setting \(V(x) := \log v(x)\), we obtain

\[
S(T, x) = \lambda T + V(x) + o(T),
\]

i.e.,

\[
\lambda = \lim_{T \to +\infty} \frac{1}{T} \log E_x \left[ \exp \left( \gamma \int_0^T c(x_t) dt \right) \right]
\]

and

\[
V(x) = \lim_{T \to +\infty} \left\{ \log E_x \left[ \exp \left( \gamma \int_0^T c(x_t) dt \right) \right] - \lambda T \right\}.
\]

---
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Note also that the pair \((\lambda, V)\) is a solution of the nonlinear equation

\[(1.3)\]

\[\lambda = e^{-V} L(e^V) + \gamma c.\]

The actual proof of the existence of the limits (1.1) and (1.2) is, in general, not simple, and various assumptions are required. If the empirical measures

\[L_t := \frac{1}{t} \int_0^t \delta_{x_s} ds\]

of the Markov process obey a large deviation principle with rate function \(i(\mu)\) (which is known under fairly general conditions), and \(c(\cdot)\) is measurable and bounded (but suitable growth conditions on \(c(\cdot)\) may suffice), then the limit (1.1) exists, and

\[(1.4)\]

\[\lambda = \sup_{\mu} \left[ \int c d\mu - i(\mu) \right],\]

where in (1.3) \(\mu\) varies over probability measures on \(\mathbb{R}^d\). The existence of the limit (1.2), i.e., the second-order asymptotics of \(S(T,x)\), is a harder problem to solve. For processes taking values in a compact space, where things are simpler, we refer to [7, section 4]. In this paper we consider \(\mathbb{R}^d\)-valued diffusions of the form

\[(1.5)\]

\[dx_t = b(x_t) dt + dB_t,\]

where \((B_t)_{t \geq 0}\) is a standard Brownian motion and \(b\) is a regular drift function. Thus the associated infinitesimal generator is \(L = \frac{1}{2} \Delta + b(x) \cdot \nabla\). The first results in this context date back to [6] and [14], where conditions are given for the existence of the solution of (1.3), which takes the form of the Hamilton–Jacobi–Bellman (HJB) equation

\[(1.6)\]

\[\lambda = \frac{1}{2} \Delta V(x) + \max_{u \in \mathbb{R}^d} \left[ (b(x) + u) \cdot \nabla V(x) + \gamma c(x) - \frac{1}{2} |u|^2 \right] \]

\[= \frac{1}{2} \Delta V(x) + b(x) \cdot \nabla V(x) + \frac{1}{2} |\nabla V(x)|^2 + \gamma c(x).\]

In [6] it is also shown that, under sufficient ergodicity of \((x_t)_{t \geq 0}\) and if \(c(\cdot)\) is bounded and sufficiently smooth, then (1.3) has a solution, which need not be the unique one, for which (1.1) and (1.2) hold. More recent results, which require boundedness from above of \(c(\cdot)\) but not smoothness, can be found in [5, Appendix B] or [20, Proposition 6.4].

The case of \(c(\cdot)\) unbounded has been recently dealt with in [11] and [10]. In [11] the authors deal with a discrete-time process; it is plausible that many of their proofs can be adapted to continuous time. Their approach is based on a rather sophisticated spectral theory (see also [12]). The translation of their results into our context would allow to prove the existence of the limits (1.1) and (1.2) for any measurable \(c(\cdot)\) whose growth at infinity is \emph{strictly less} than quadratic. The assumptions are related to contractivity of the transition operator. In term of continuous-time diffusions, this corresponds to existence of \emph{spectral gap} for the infinitesimal generator of the diffusion, in the space \(L^2(m)\), where \(m\) is the invariant measure (see assumption A5 below).
In [10] the authors allow quadratic growth for \( c(\cdot) \), but require differentiability. Using PDE methods they show, under reasonable conditions on \( b(\cdot) \), that (1.3) indeed has multiple solutions, even after identifying solutions that differ by a constant. It is shown in [10] that there exists \( \lambda \in \mathbb{R} \) such that the equation

\[
\mu = \frac{1}{2} \Delta V + b \cdot \nabla V + \frac{1}{2} |\nabla V|^2 + \gamma c
\]

has a (smooth) solution if and only if \( \mu \geq \lambda \). Moreover, for \( \mu = \lambda \), this solution is unique up to additive constant. Kaise and Sheu also indicate that this \( \lambda \) should be as in (1.1). They do not address the possibility of interpreting one solution \( V \) as in (1.2).

The main objective of this paper is to propose a totally different approach to the above problems. On one hand we tackle (1.1) and (1.2), for the diffusion (1.5), directly, without relying on properties of (1.3). This makes it easy to avoid any regularity condition on \( c(\cdot) \). On the other hand, unlike in [11], we allow \( c(\cdot) \) to have quadratic growth. We remark that quadratic growth of \( c(\cdot) \) makes a Gaussian concentration property (see assumption A3 below) a natural assumption. This property is by no means implied by existence of spectral gap for the generator (which corresponds to our assumption A5). Our assumptions A1–A6 are discussed in detail in section 3.

The method we propose is based on cluster expansion, a well-known method in statistical mechanics and combinatorics. Besides the technical advantage of allowing quadratic growth without requiring regularity, our approach has, we believe, other positive aspects as follows:

1. It is considerably simpler than both PDE and spectral methods. Moreover, in principle it allows us to obtain explicit estimates on the limits (1.1) and (1.2) in terms of various parameters related to the drift \( b(\cdot) \).
2. It is a very robust method which can be adapted to various modifications of the problem considered here. For example, in (1.1) and (1.2) the integral

\[
\int_0^T c(x_t) dt
\]

could be replaced by

\[
\int_{[0,T]} c(x_t) d\mu(t),
\]

where \( \mu \) could be of the following forms:

i. \( \mu \) is a \( \sigma \)-finite periodic measure, for instance, \( \mu(dt) = \sum_{k \geq 0} \delta_{k\Delta}(dt) \) for some \( \Delta > 0 \). In this last case the cost acts only at discrete time.

ii. \( \mu \) is a random measure, independent of \( (B_t)_{t \geq 0} \), translation invariant, and sufficiently ergodic in law. For instance, we could take \( \mu(dt) = \sum_{n \geq 0} \delta_{\tau_n}(dt) \), where \( (\tau_n)_{n \geq 0} \) are the points of a Poisson process.

Moreover, jump processes, rather than diffusions, should also be treatable.

We also remark that, although in this paper we consider diffusions whose diffusion coefficient is the identity matrix, the uniformly elliptic case could be dealt with after minor modifications. It is worth noticing that the whole content of section 2 is based on assumptions A1–A6 below, which do not refer to any specific form of the Markov process. The fact that the process is a diffusion plays a role in sections 3 and 4.

In the case when \( c(\cdot) \) has quadratic growth, \( S(t, x) \) could possibly explode in finite time, unless \( \gamma \) is sufficiently small. At the present stage, our results hold for \( \gamma \) in some
interval $[0, \gamma]$, which is certainly not optimal. Note, however, that one could get an explicit expression for $\gamma$ (carefully following the proofs) as a function of the constants $c_b$ and $K_b$ appearing in conditions (DC) and (CC) of section 3.

The paper is organized as follows. In section 2 we prove existence of the limits (1.1) and (1.2) under some general conditions (A1–A6 below) on the diffusion process. In section 3 we give explicit sufficient conditions on the drift $b$ for A1–A6 to hold. In section 4 we show that $V$ and $\lambda$ given by (1.2) and (1.1), respectively, are linked to (1.6); more precisely, we show that $V$ is a viscosity solution of (1.6).

2. Existence of the limits ($\lambda, V$). We begin by stating our assumptions on the $\mathbb{R}^d$-valued diffusion

\[ dx_t = b(x_t)dt + dB_t. \]

**A1.** Equation (2.1) has, for every deterministic initial condition, a unique strong solution.

**A2.** There is a $C > 0$ such that $|c(x)| \leq C(|x|^2 + 1)$, $x \in \mathbb{R}^d$.

**A3.** The process $(x_t)_t$ which is a solution of (2.1) has a unique invariant probability measure $m(dx)$ such that, for some $\beta > 0$, \[
\int e^{\beta |x|^2} m(dx) < +\infty.
\]

**A4.** The transition probability of the process $(x_t)_t$ admits a density $p_t(x,y)$ with respect to the measure $m$. Furthermore, there exist $K > 0$, $p > 2$, and $t_0 > 0$ such that

\[
\sup_{t \geq t_0} \| p_t(\cdot, \cdot) \|_{L^p(m \otimes m)} \leq K.
\]

**A5.** Let $P_t$ be the semigroup associated with the process $(x_t)_t$. It extends as a continuous semigroup on $L^2(m)$ and satisfies

\[
\forall f \in L^2(m), \quad \lim_{t \to +\infty} \| P_t f - f \|_{L^2(m)} = 0.
\]

**A6.** For all $a > 0$ and all $x$, there exists $\beta_{a,x} > 0$ such that

\[
E_x \left[ e^{\beta_{a,x} \int_0^t |x_s|^2 ds} \right] < +\infty.
\]

We shall say that A6 is uniformly satisfied if for all $a > 0$ there exist $\beta_a > 0$ and a locally bounded function $h_a$ such that for all $x$,

\[
E_x \left[ e^{\beta_a \int_0^t |x_s|^2 ds} \right] \leq h_a(x).
\]

Section 3 will be devoted to giving sufficient conditions for these hypotheses to hold.

**Remark 1.** Assumption A4 implies that the semigroup $P_t$ is continuous from $L^2(m)$ into $L^p(m)$, $p > 2$, for $t \geq t_0$. Hence, according to the Gross hypercontractivity theorem (see, e.g., [1]), $m$ satisfies a defective logarithmic Sobolev inequality. If $m$ is absolutely continuous with respect to the Lebesgue measure, $m(dx) = e^{-V}dx$, and
$\nu$ is locally bounded, a result by Röckner and Wang says that $m$ satisfies a so-called weak Poincaré inequality; hence, thanks to a result by Aida, $m$ will satisfy a tight log-Sobolev inequality (for all these results see the book of Wang [19]). In particular $m$ will satisfy both a spectral gap inequality, so that Assumption A5 is satisfied, and a Gaussian concentration inequality implying A3.

**Theorem 1.** Under A1–A6 there is $\gamma > 0$ such that for every $\gamma < \gamma$ the limits (1.1) and (1.2) exist.

Furthermore, if A6 is uniformly satisfied, the convergence in (1.2) is uniform on compact sets.

**Proof of Theorem 1.** We begin by showing that the limits (1.1) and (1.2) exist along suitable sequences.

**Proposition 1.** Under A1–A6, for every time-step $a > 0$ large enough, there exists $\gamma(a)$ such that for all $\gamma < \gamma(a)$ and all $x \in \mathbb{R}^d$, the limits

\[
\lambda_a = \lim_{n \to +\infty} \frac{1}{an} \log E_x \left[ \exp \left( \gamma \int_0^{an} c(x_t) dt \right) \right]
\]

and

\[
V_a(x) = \lim_{n \to +\infty} \left\{ \log E_x \left[ \exp \left( \gamma \int_0^{an} c(x_t) dt \right) \right] - \lambda_a an \right\}
\]

exist.

**Proof of Proposition 1.** The proof is done via a cluster expansion technique. The convergence of the expansion requires us to choose $\gamma$ small enough and the time-step $a$ large enough.

Define

\[
\psi_\gamma(t, x, y) := \log E_{xy} \left[ \exp \left( \gamma \int_0^t c(x_s) ds \right) \right],
\]

where $E_{xy}$ denotes the expectation under the law of the bridge of $(x_s)_{0 \leq s \leq t}$ between $x$ and $y$, and consider a time-step $a > 0$. Then

\[
e^{S(an, x)} = E_x \left[ \exp \left( \sum_{k=0}^{n-1} \psi_\gamma(a, x_{ka}, x_{(k+1)a}) \right) \right] = E \left[ \exp \left( \sum_{k=0}^{n-1} \phi_\gamma(a, \xi_k, \xi_{k+1}) \right) \right],
\]

where $E$ is the expectation with respect to a probability $\mathbb{P}$, and $\xi_0 = x$, $\xi_1, \ldots, \xi_n$ are random variables that, under $\mathbb{P}$, are independent and identically distributed (i.i.d.) with law $m(dx)$, and

\[
\phi_\gamma(a, x, y) = \psi_\gamma(a, x, y) + \log p_a(x, y).
\]

A cluster in this context is a subset of $\mathbb{Z}^+ := \{0, 1, 2, \ldots\}$ of the form $\{k, k + 1, \ldots, k + l\}$. We say that two clusters are separated if there is an integer which is strictly larger than all elements of one cluster and strictly smaller that all elements of the other. We denote by $\mathbb{C}$ the set of all clusters, while $\mathbb{C}_n$ denotes the set of clusters.
contained in \( \{0, 1, \ldots, n - 1\} \). The usual cluster expansion procedure yields

\[
\exp \left( \sum_{k=0}^{n-1} \phi_\gamma(a, \xi_k, \xi_{k+1}) \right) = \prod_{k=0}^{n-1} \left( e^{\phi_\gamma(a, \xi_k, \xi_{k+1})} - 1 \right) + 1
\]

where

\[
e^{\phi_\gamma(a, \xi_k, \xi_{k+1})} - 1 = \sum_{p \geq 0} \frac{1}{p!} \sum_{\tau_1, \ldots, \tau_p \in \varnothing, \tau \in \tau_i} \prod_{i=1}^{p} \left( e^{\phi_\gamma(a, \xi_k, \xi_{k+1})} - 1 \right)
\]

and we have used the fact that any subset of \( \{0, 1, \ldots, n - 1\} \) is a union of \( p \) separated clusters for some \( p \geq 0 \), and these clusters can be rearranged in \( p! \) ways. The key fact is that if \( \tau_i \) and \( \tau_j \) are separated clusters, then \( q_{\tau_i} \) and \( q_{\tau_j} \) are independent. Thus, by (2.5),

\[
e^{S(a_n, x)} = \sum_{p \geq 0} \frac{1}{p!} \sum_{\tau_1, \ldots, \tau_p \in \varnothing, \tau \in \tau_i \text{ separated}} E(q_{\tau_1})E(q_{\tau_2}) \cdots E(q_{\tau_p}).
\]

The logarithm of the above expression can be rewritten as

\[
S(a_n, x) = \sum_{\tau \in \mathcal{E}_n, \tau \neq \varnothing} \sum_{\tau_1, \ldots, \tau_p \in \varnothing, \tau_1 \cup \cdots \cup \tau_p = \tau} a_p(\tau_1, \tau_2, \ldots, \tau_p)E(q_{\tau_1})E(q_{\tau_2}) \cdots E(q_{\tau_p}) := \sum_{\tau \in \mathcal{E}_n, \tau \neq \varnothing} \Gamma_\tau,
\]

where the coefficients \( a_p(\tau_1, \ldots, \tau_p) \) come from the Taylor expansion of the logarithm (see [13, page 492]). Now note that \( \Gamma_\tau \) depends on \( x \) if and only if \( 0 \in \tau \), i.e., \( \tau = \{0, 1, \ldots, m\} \) for some \( m \). In what follows, we write \( \Gamma_m \) in place of \( \Gamma_{\{0, 1, \ldots, m\}} \). Thus

\[
(2.6) \quad \sum_{\tau \in \mathcal{E}_n, \tau \neq \varnothing} \Gamma_\tau = \sum_{m=0}^{n-1} \Gamma_m + \sum_{\tau \in \mathcal{E}_n, \tau \neq \varnothing} \frac{1}{|\tau|} \Gamma_\tau = \sum_{m=0}^{n-1} \Gamma_m + (n-1) \sum_{\tau \in \mathcal{E}_n, \tau \neq \varnothing} \frac{1}{|\tau|} \Gamma_\tau,
\]

where we used the fact that, for \( 0 \notin \tau \), \( \Gamma_\tau \) is invariant by translation and permutation of \( \tau \). Thus, at a formal level, the limits (2.2) and (2.3) should be given by

\[
(2.7) \quad \lambda_\alpha = \frac{1}{a} \sum_{\tau \in \mathcal{E}_n, \tau \neq \varnothing} \frac{1}{|\tau|} \Gamma_\tau,
\]

\[
(2.8) \quad V_\alpha(x) = \sum_{m=0}^{+\infty} \Gamma_m - a\lambda_\alpha.
\]

As usual (see, e.g., [4]), the convergence of the above sums will follow from the following strong cluster estimates:

\[
(2.9) \quad \exists \rho < 1 \quad \forall \tau \in \mathcal{E} \text{ with } 0 \notin \tau, \quad E(q_{\tau}) \leq \rho^{|\tau|}
\]
∀ \tau \in \mathcal{C} with \tau \geq 0, \quad |\mathbb{E}(q_\tau)| \leq C(x)\rho^{|\tau|},

where \( C(\cdot) \) is a locally bounded function of \( x \).

Thus, we have only to prove the estimates (2.9) and (2.10) for \( \gamma \) sufficiently small.

We begin by proving (2.9). By the generalized Hölder inequality in [15, Lemma 5.2], we have

\begin{equation}
|\mathbb{E}(q_\tau)| = \left| \mathbb{E} \left[ \prod_{k \in \tau} \left( \phi_{\gamma}(a, \xi_k, \xi_{k+1}) - 1 \right) \right] \right| \leq \prod_{k \in \tau} \mathbb{E}^{1/2} \left[ \left( \phi_{\gamma}(a, \xi_k, \xi_{k+1}) - 1 \right)^2 \right] = \rho^{|\tau|},
\end{equation}

where

\[ \rho := \mathbb{E}^{1/2} \left[ \left( \phi_{\gamma}(a, \xi_1, \xi_2) - 1 \right)^2 \right]. \]

We now show that \( \rho \) can be made strictly less than 1 by choosing \( a \) sufficiently large and \( \gamma \) small enough:

\[
\rho^2 = \mathbb{E} \left[ \left( \phi_{\gamma}(a, \xi_1, \xi_2) - 1 \right)^2 \right] = \int_{\mathbb{R}^2} \left[ \left( e^{\gamma \int_0^t c(x_s) ds} - 1 \right) p_a(x,y) \right]^2 \, m(dx) m(dy)
\]

\[
\leq 2 \int_{\mathbb{R}^2} \left( p_a(x,y) - 1 \right)^2 \, m(dx) m(dy) + 2 \int_{\mathbb{R}^2} (p_a(x,y) - 1)^2 \, m(dx) m(dy)
\]

\[ =: 2I_1(a, \gamma) + 2I_2(a). \]

We first analyze \( I_1(a, \gamma) \). For any \( \varepsilon \in [0,1] \), by the Hölder inequality,

\[
I_1(a, \gamma) = \left[ \int_{\mathbb{R}^2} \mathbb{E}^{2/\varepsilon} \left( e^{\gamma \int_0^t c(x_s) ds} - 1 \right) p_a(x,y) \, m(dx) m(dy) \right]^{\varepsilon}
\]

\[
\leq \mathbb{E}^\varepsilon \left[ \left( e^{\gamma \int_0^t c(x_s) ds} - 1 \right)^{2/\varepsilon} \right] \left\| p_a \right\|_{\frac{2}{2-\varepsilon}} \left( \mathbb{E} \left( \int_{\mathbb{R}^2} p_a(x,y) \, m(dx) m(dy) \right) \right)^{\frac{1}{1-\varepsilon}},
\]

where \( \mathbb{E}_m \) denotes the expectation under the law of \( (x_t)_t \) with initial measure \( m \).

Thanks to assumption A4, for \( a \) large enough and \( \varepsilon \) small enough (such that \( \frac{2}{2-\varepsilon} \leq p \)), \( \left\| p_a \right\|_{\frac{2}{2-\varepsilon}} \left( \mathbb{E} \left( \int_{\mathbb{R}^2} p_a(x,y) \, m(dx) m(dy) \right) \right)^{\frac{1}{1-\varepsilon}} < +\infty \). To control \( J(a, \gamma) := \mathbb{E}_m \left( \left| e^{\gamma \int_0^t c(x_s) ds} - 1 \right|^{2/\varepsilon} \right) \), we represent

\[ e^{\gamma \int_0^t c(x_s) ds} - 1 \] as \( \gamma \int_0^a c(x_s) ds \int_0^1 e^{u \gamma \int_0^t c(x_s) ds} du \) and obtain

\[ J(a, \gamma) = \gamma^{2/\varepsilon} \mathbb{E}_m \left( \left( \int_0^a c(x_s) ds \right)^{2/\varepsilon} \left( \int_0^1 e^{u \gamma \int_0^t c(x_s) ds} du \right)^{2/\varepsilon} \right)
\]

\[ \leq \gamma^{2/\varepsilon} \mathbb{E}_m^{1/2} \left( \left( \int_0^a c(x_s) ds \right)^{4/\varepsilon} \right) \mathbb{E}_m^{1/2} \left( e^{\frac{4\varepsilon}{2-\varepsilon} \int_0^t c(x_s) ds} \right). \]
By Jensen’s inequality,

\[ J(a, \gamma) \leq \gamma^{2/\epsilon} a^{2/\epsilon - 1/2} E_m^{1/2} \left( \int_0^a |c(x_s)|^{4/\epsilon} ds \right) \left[ \frac{1}{a} \int_0^a E_m \left( e^{\frac{4}{\epsilon} \gamma a c(x_s)} \right) ds \right]^{1/2} \]

\[ \leq (\gamma a)^{2/\epsilon} \left[ \int |c(x)|^{4/\epsilon} m(dx) \right]^{1/2} \left[ \int e^{\frac{4}{\epsilon} \gamma a c(x)} m(dx) \right]^{1/2}. \]

The first integral term on the right-hand side in the above inequality is finite due to assumptions A2 and A3. For the same reason, if \( \gamma a < \frac{1}{4\epsilon} \beta \), the last integral term of the right-hand side is finite. Then, for \( \gamma a \) small enough, \( J(a, \gamma) \) and \( I_2(a, \gamma) \) are as small as we want.

We now prove that \( I_2(a) \) goes to 0 as \( a \to +\infty \).

**Lemma 1.** If A4 and A5 are satisfied, \( \lim_{a \to +\infty} \int_{\mathbb{R}^2} (p_a(x, y) - 1)^2 m(dx)m(dy) = 0. \)

**Proof.** By assumption A5, the semigroup \( P_t \) is a contraction on \( L^2(m) \), and

\[ \lim_{t \to +\infty} \int \left| P_t f(x) - \left( \int f dm \right) \right|^2 m(dx) = 0. \]

Notice also that, for \( a > b > 0 \) and \( m \) almost all \( y \),

\[ p_a(x, y) = P_a - b p_b(., y) \]

in \( L^2(m) \) for all rational times \( a \) and \( b \) and, by invariance of \( m \), \( \int p_b(x, y)m(dx) = 1 \).

Consider now an increasing sequence \( (a_n)_{n \geq 0} \) such that \( a_n \to +\infty \). We have to show that, for any such sequence,

\[ \lim_n \int_{\mathbb{R}^2} (p_{a_n}(x, y) - 1)^2 m(dx)m(dy) = 0. \]

It is not restrictive to assume \( a_1 > t_0 \), where \( t_0 \) is the constant in assumption A4. For \( m \) almost all \( y \) fixed \( x \),

\[ \int (p_{a_n}(x, y) - 1)^2 m(dx) = \int (P_{a_n - a_1} p_{a_1}(., y)(x) - 1)^2 m(dx) \to 0 \]

by assumption A5. But thanks to assumption A4, the sequence

\[ y \mapsto \int (p_{a_n}(x, y) - 1)^2 m(dx) \]

is uniformly integrable, which implies (2.12) by the Vitali convergence theorem.

We can now conclude that for \( \gamma a \) small enough and for \( a \) large enough, the cluster estimate \( \rho \) is smaller than 1, which completes the proof of (2.9).

For the proof of (2.10), we proceed in the same way, just observing that the first factor in the right-hand side of (2.11) is now dependent on \( x \). The additional term to control is \( E_x \left[ e^{\beta x} \int_0^\infty e^{c(x_s)} ds \right] \) for some large \( q > 1 \). This can be done using A2 and A6. Thus, we completed the proof of Proposition 1.

To complete the proof of Theorem 1, we shall show why the limits (2.2) and (2.3) do not depend on the time-step \( a \), yielding the limits (1.1) and (1.2). So we choose once and for all some convenient \( a \) and consider the corresponding set of convenient \( \gamma \)'s, yielding for each \( \gamma a \lambda \) obtained thanks to Proposition 1. For large \( T \) we choose \( n \) such that \( a(n - 1) \leq T < an \).
Notice that
\[ S^-(an,x) \leq S(T,x) \leq S^+(an,x), \]
where
\[ e^{S^-(an,x)} := E_x \left[ e^{\gamma \int_0^{n-1} c(x_s)ds} e^{-\gamma \int_0^{n-1} c^{-}(x_s)ds} \right] \]
and
\[ e^{S^+(an,x)} := E_x \left[ e^{\gamma \int_0^{n-1} c(x_s)ds} e^{\gamma \int_0^{n-1} c^+(x_s)ds} \right]. \]

Both \( S^-(an,x) \) and \( S^+(an,x) \) can be calculated using the same cluster expansion, except that now we have to replace \( \psi, (a, x_{a(n-1)}, x_{an}) \) with a function \( \psi^- \) (resp., \( \psi^+ \)) obtained by replacing \( c \) with \( -c^- \) (resp., \( c^+ \)). We thus obtain a similar decomposition
\[ S^-(an,x) = \sum_{T \in \mathcal{C}_n, T \notin \mathcal{T}} \Gamma^{-}_T \text{ with } \Gamma^{-}_T = \Gamma_T \text{ if } n - 1 \notin T \text{ and with } \Gamma^{-}_T \text{ obviously modified if } n - 1 \in T. \]
In particular, in the decomposition (2.6) we see that, in the first sum, the only modified term is \( \Gamma^{-}_{n-1} \). But since \( -c^- \) also satisfies A2, estimates similar to those in (2.9) and (2.10) hold true for both \( S^- \) and \( S^+ \), whose difference goes to 0 as \( n \) goes to infinity. This yields the desired result.

In this section we provide explicit conditions on the drift \( b(\cdot) \) for assumptions A1 and A3–A6 to hold for the diffusion process in (2.1). Our main result, Theorem 2 below, will be stated in terms of the following two drift conditions:

\[ (3.1) \quad \text{Condition (DC) } \exists c_b > 0 \text{ and } \exists R \geq 0 \text{ s.t. for } |x| \geq R, \quad b(x) \cdot x \leq -c_b |x|^2. \]

The second condition is usually called a “curvature condition.” Assume \( b \in C^1 \), and for \( \xi \in \mathbb{R}^d \) recall the notation
\[ \langle \nabla \xi b(x), \xi \rangle = \sum_{i,j} \xi_i \partial_i b_j (x) \xi_j. \]

The curvature condition is then as follows:

\[ (3.3) \quad \text{Condition (CC) } \exists K_b \in \mathbb{R} \text{ s.t. for all } x, \xi, \quad \langle \nabla \xi b(x), \xi \rangle \leq K_b |\xi|^2. \]

In what follows, \( L \) denotes the generator \( b(x) \cdot \nabla + \frac{1}{2} \Delta \), and \( P_t \) denotes the associated semigroup.

**Theorem 2.** Let \( b \in C^1 \). If (DC) holds, then Assumptions A1 and A3 are satisfied, and assumption A6 is uniformly satisfied.

If (DC) and (CC) are both satisfied with constants \( c_b, K_b \) such that \( c_b > 2K_b \), then assumptions A4 and A5 are satisfied.

**Remark 2.** The condition \( c_b > 2K_b \) is a mild condition. Indeed, if we replace (DC) by a stronger (but more symmetric) condition, namely,
\[ (b(x) - b(y)) \cdot (x - y) \leq -c_b |x - y|^2 \]
(if \( b = -\nabla V \), this is a convexity assumption), then we may choose \( K_b < 0 \).

It is also worth noticing that if we reinforce (DC), assuming the condition
\[ \lim_{|x| \to \infty} b(x) \cdot \frac{x}{|x|^2} = -\infty, \]

then we may always choose $c_0 > 2K_b$ (if $K_b$ is finite, of course). In this situation it can be shown (see [19, Corollary 5.7.7]) that the semigroup $P_t$ is superbounded.

**Proof of Theorem 2.** We divide the proof into several steps.

**Step 1.** $A_1$ holds under (DC). Since $b \in C^1$, it is locally Lipschitz; thus existence and strong uniqueness are ensured up to the explosion time, starting from any $x$. Define now $\psi(x) = 1 + |x|^2$. By condition (DC) it is easy to check that $L \psi \leq C \psi$ for some $C > 0$. By applying Ito’s rule to $\psi(x_t)$ up to the exit time of the level sets of $\psi$ (in the same spirit as in [16, Théorème 2.2.19]), it follows that the explosion time is a.s. infinite.

**Step 2.** $A_3$ holds under (DC). Existence and uniqueness of the invariant measure $m$ under (DC) follow, for instance, from [17, Theorem 7.4.21]. We prove here that, if (DC) holds, then for all $m$ under (DC) follow, for instance, from $[17, \text{Theorem } 7.4.21]$. We prove here that, if (DC) holds, then for all $m$ under (DC) follow, for instance, from $[17, \text{Theorem } 7.4.21]$. We prove here that, if (DC) holds, then for all $m$ under (DC) follow, for instance, from $[17, \text{Theorem } 7.4.21]$.

Let $g_n$ be a smooth nondecreasing concave function defined on $\mathbb{R}^+$ such that $g_n(u) = u$ if $u \leq n - 1$ and $g_n(u) = n$ if $u \geq n$ (such a function exists). Let $f_n(x) = \exp(\beta g_n(|x|^2))$ for $\beta < c$.

Then $\nabla f_n(x) = 2\beta f_n(x)g'_n(|x|^2)x$ and

$$
\Delta f_n(x) = 2\beta f_n(x) \left(2g''_n(|x|^2)|x|^2 + 2\beta(g'_n)^2(|x|^2)|x|^2 + dg'_n(|x|^2)\right)
$$

so that

$$
L f_n(x) = \beta f_n(x) \left(\left(2g''_n(|x|^2)|x|^2 + dg'_n(|x|^2)\right) + 2g'_n(|x|^2)(\beta g'_n(|x|^2)|x|^2 + b(x) \cdot x)\right)
$$

$$
\leq \beta f_n(x)(d + 2D - 2(c - \beta)|x|^2)
$$

$$
\leq \beta(d + 2D)e^{\beta \frac{d + 2D}{c - \beta}} - \beta(d + 2D) f_n(x)
$$

since

$$
d + 2D - 2(c - \beta)|x|^2 \leq -(c - \beta)|x|^2 \leq -(d + 2D)
$$

for $|x|^2 \geq \frac{d + 2D}{c - \beta}$.

In short, there exist $c_1$ and $c_2$ positive constants such that for all $n$, $L f_n \leq c_1 - c_2 f_n$.

Define $h_n(s) = E_x \left[e^{\beta g_n(|x(s)|^2)}\right]$. Ito’s formula yields

$$
h_n(t) \leq h_n(0) + c_1 t - c_2 \int_0^t h_n(s) ds,
$$

and hence by applying Gronwall’s lemma, we obtain

$$
E_x \left[e^{\beta g_n(|x(t)|^2)}\right] \leq \frac{c_1}{c_2} + e^{-c_2 t} e^{\beta g_n(|x|^2)}.
$$

Integrating (3.4) with respect to the invariant measure $m$ yields

$$
(1 - e^{-c_2 t}) \int e^{\beta g_n(|y|^2)} m(dy) \leq \frac{c_1}{c_2}.
$$

We may thus choose $t$ large enough for $e^{-c_2 t} \leq 1/2$ and then use the monotone convergence theorem with $n \to +\infty$ in order to obtain $\int e^{\beta |y|^2} m(dy) < +\infty$ for $\beta < c_b$. 
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Step 3. A6 is uniformly satisfied under (DC). Using Ito’s formula up to the exit time $T_M$ of the ball of center 0 and radius $M$, we have

$$E_x \left[ e^{\theta |x_{t_{T_M}}|^2} \right] = e^{\theta |x|^2} + E_x \left[ \int_0^{t_{T_M}} (2\theta b(x_s) \cdot x_s + d\theta + 2\theta^2 |x_s|^2) e^{\theta |x_s|^2} \, ds \right].$$

In particular, if condition (DC) holds with $c_b > \theta$, the integrand in the right-hand side is nonpositive for large values of $|x_s|$, and hence we can let $M$ go to infinity in order to show that there exists some constant $\kappa$ (depending on (DC) and $\theta$) such that

$$E_x \left[ e^{\theta |x|^2} \right] < e^{\theta |x|^2 + \kappa t}.$$

Accordingly, using the Jensen inequality, we obtain

$$E_x \left[ e^{\frac{a}{2} |x|^2} \right] = E_x \left[ \frac{1}{2} \int_0^a |x|^2 \, ds \right] \leq \frac{1}{a} E_x \left[ \int_0^a e^{a \beta |x|^2} \, ds \right] < +\infty$$

as soon as $a \beta < c_b$. The proof is completed.

Step 4. A4 holds if (DC) and (CC) are both satisfied and if $c_b > 2K_b$. Since $b \in C^1$, Malliavin calculus shows that the law of $x_t$ is absolutely continuous w.r.t. the Lebesgue measure for all initial conditions $x$ and all $t > 0$. Hence $m$ is also absolutely continuous w.r.t. the Lebesgue measure, and it can be shown that $dm/dy$ is a.e. positive. Thus, the existence of $p_t(x,y)$ follows. The proof of the integrability condition stated in A4 relies on a beautiful Harnack inequality derived by Wang (see [19, Theorem 2.5.2]),

$$e^{|x|^2} \leq p_t(x,y) \exp \left( \frac{\alpha}{2(\alpha - 1)} K_b (1 - e^{-2K_b t})^{-1} |x - y|^2 \right),$$

holding for $t > 0$, $\alpha > 1$, all $(x,y)$, and all nonnegative continuous and bounded $f$, with the convention $K_b (1 - e^{-2K_b t})^{-1} = 1/2t$ if $K_b \leq 0$ (see also [1, Lemma 7.5.4] if $\alpha = 2$).

Using (3.5), we show that for all $p > 2$, $p_t(\ldots) \in L^p(m \otimes m)$ for all $t$ such that

$$c_b > K_b p(p-1) 1/e^{-2K_b t}.$$ 

In particular, if $K_b \leq 0$, then for all $p > 2$ there exists $t_p$ such that $p_t(\ldots) \in L^p(m \otimes m)$ for $t \geq t_p$, while for $K_b > 0$ such a $t_p$ exists provided $c_b > K_b p(p-1)$. We shall first derive an upper bound for the density.

Let $\alpha > 1$, $D_t := \{x \in \mathbb{R}^d, |x| \leq \gamma(t)\}$ for some increasing function $\gamma$ going to $\infty$, and let $f$ be nonnegative and bounded. Integrating the Harnack inequality for $P_t$ with respect to $m(dy)$ on $D_t$ and denoting

$$\kappa(t) = \frac{\alpha}{2(\alpha - 1)} K_b (1 - e^{-2K_b t})^{-1},$$

we get

$$((P_t f)(x))^\alpha \leq \int_{D_t} (P_t f^\alpha)(y) e^{\kappa(t)|x-y|^2} m(dy)/m(D_t),$$

$$\leq \int f^\alpha(y) (P_t^\ast(\mathbb{1}_{D_t}(\cdot) e^{\kappa(t)|x-\cdot|^2}))(y) m(dy)/m(D_t),$$

$$\leq e^{2\kappa(t)(|x|^2 + \gamma^2(t))} \int f^\alpha(y) m(dy)/m(D_t).$$
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since
\[ \| 1_{D_t}(. \) e^{\kappa(t)|x|^2} \|_\infty \leq e^{2\kappa(t)(|x|^2 + \gamma^2(t))}. \]

If
\[ \theta(t, x) = \left( e^{2\kappa(t)\gamma^2(t)/m(D_t)} \right) e^{2\kappa(t)|x|^2}, \]
we thus have
\[ (P_t f)(x)^\alpha \leq \theta(t) \int f^\alpha(y) m(dy). \]

Applying the previous inequality with a continuous approximation of \( f_N(z) = p_1^\beta(x, z) 1_{\{p_t(x, z) \leq N\}} \) and then taking limits, we have
\[ \left( \int p_t^{1+\beta}(x, z) 1_{\{p_t(x, z) \leq N\}} m(dz) \right)^\alpha \leq \theta(t, x) \int p_t^\alpha\beta(x, y) 1_{\{p_t(x, y) \leq N\}} m(dy), \]
i.e., by letting \( N \) go to \( \infty \) and choosing \( 1 + \beta = \alpha \beta \) and hence \( \beta = 1/(\alpha - 1) \) we obtain
\[ \int p_t^{\frac{\alpha}{\alpha - 1}}(x, y) m(dy) \leq \theta^{1/(\alpha - 1)}(t, x). \]

By Step 2, the right-hand side in (3.7) is in \( L^1(m) \) provided
\[ c_b > \frac{2\kappa(t)}{\alpha - 1} = \frac{\alpha K_b}{(\alpha - 1)^2(1 - e^{-2K_b t})}. \]

In particular if \( p > 2 \), define \( 1 < \alpha = p/(p - 1) < 2 \). Hence \( p_t(., .) \in L^p(m \otimes m) \) provided
\[ c_b > \frac{K_b p(p - 1)}{1 - e^{-2K_b t}}. \]

Step 5. \( A5 \) holds if (DC) and (CC) are both satisfied, and \( c_b > K_b \). (Note that the condition needed here is weaker than \( c_b > 2K_b \).) It is well known that the \( L^2(m) \)-contractivity stated in assumption A5 is implied by hypercontractivity of \( P_t \), which means that for all \( 1 < p < q < +\infty \) there exists \( t_{p,q} \) such that for \( t \geq t_{p,q} \), \( P_t \) is a bounded operator from \( L^p(m) \) into \( L^q(m) \) with norm equal to 1. The fact that \( c_b > K_b \) implies hypercontractivity of \( P_t \) is shown in [19, Theorem 5.7.3, Corollary 5.7.2, and Theorem 5.7.1].

4. The limiting function as viscosity solution. We consider the function
\[ \varphi(t, x) := E_x \left[ \exp \left( \gamma \int_0^t c(x_s) ds \right) \right]. \]
We have shown that (under some assumptions we shall assume to be in force below), for $\gamma$ sufficiently small, the limits

\begin{equation}
\lambda := \lim_{t \to \infty} \frac{1}{t} \log \varphi(t, x)
\end{equation}

and

\begin{equation}
V(x) := \lim_{t \to \infty} [\log \varphi(t, x) - \lambda t]
\end{equation}

exist uniformly over compact sets. We want to show that $V$ is a \textit{viscosity solution} of the HJB equation (1.6) or, equivalently, that $v(x) := e^{V(x)}$ is a viscosity solution of the linear equation

\begin{equation}
- \left[ \frac{1}{2} \Delta v + b \cdot \nabla v + \gamma cv \right] + \lambda v = 0.
\end{equation}

We first prove that $\varphi(T - t, x)$ is a continuous viscosity solution of a suitable evolution equation. Then by using (4.3) we show that (4.4) holds.

This problem has been dealt with in [9] in a much more general setting. However, the assumptions given in [9] are not satisfied here, due to the unboundedness of $c$. Thus, some modifications of their proof are needed.

**Proposition 2.** Assume that conditions $A1$–$A5$ are satisfied and that condition (DC) is satisfied, so that condition $A6$ is uniformly satisfied (in particular, the strong Feller property holds). Moreover, let $\bar{\gamma}$ be as in Theorem 1, and assume $\gamma < \bar{\gamma}$ (hence the limits (4.2) and (4.3) exist). Then $v(\cdot)$ is continuous and is a viscosity solution of (4.4).

**Proof.** Step 1. Continuity of $\varphi(t, x)$. We first establish continuity in $x$.

First note that, according to the proofs in section 2, for $\gamma < \bar{\gamma}$, one can find some $\delta \in ]1, \bar{\gamma}\gamma[$ and some function $h_\gamma(t, x)$, which is bounded on compact sets such that

\begin{equation}
E_x \left[ \exp \left( \gamma \delta \int_0^t |c(x_s)| ds \right) \right] \leq h_\gamma(t, x)
\end{equation}

for all $t > 0$ and $x \in \mathbb{R}^d$.

Note that, for $0 < \epsilon < t$,

$$
|\varphi(t, x) - \varphi(t, y)|
= E_x \left[ \varphi(t - \epsilon, x_\epsilon) \exp \left( \gamma \int_0^\epsilon c(x_s) ds \right) \right]
- E_y \left[ \varphi(t - \epsilon, x_\epsilon) \exp \left( \gamma \int_0^\epsilon c(x_s) ds \right) \right]
\leq E_x \left[ e^{\gamma \int_0^\epsilon c(x_s) ds} - 1 \right] \varphi(t - \epsilon, x_\epsilon) + E_y \left[ e^{\gamma \int_0^\epsilon c(x_s) ds} - 1 \right] \varphi(t - \epsilon, x_\epsilon)
\right]
+ |E_x[\varphi(t - \epsilon, x_\epsilon)] - E_y[\varphi(t - \epsilon, x_\epsilon)]|.
\end{equation}

We begin by estimating the first term in the right-hand side of (4.6). By the Hölder inequality,

\begin{equation}
E_x \left[ e^{\gamma \int_0^\epsilon c(x_s) ds} - 1 \right] \varphi(t - \epsilon, x_\epsilon)
\leq \left\{ E_x \left[ e^{\gamma \int_0^\epsilon c(x_s) ds} - 1 \right]^p \right\}^{1/p} \left\{ E_x \left[ \exp \left( \gamma \delta \int_0^t |c(x_s)| ds \right) \right] \right\}^{1/\delta},
\end{equation}
where $p = \frac{1}{2}$. Our goal is to show that the left-hand side of (4.7) goes to 0 as $\epsilon \to 0$, uniformly in $x$ varying in a compact set. By (4.5), the second factor in the right-hand side of (4.7) is locally bounded. Thus, it is enough to show that

$$E_x \left[ \left| e^{\gamma \int_0^t c(x_s) \, ds} - 1 \right|^p \right]$$

goes to zero uniformly in compact sets. By the inequality $|e^x - 1| \leq |x| |e^x|$, the Cauchy–Schwarz inequality, and Jensen’s inequality,

$$E_x \left[ \left| e^{\gamma \int_0^t c(x_s) \, ds} - 1 \right|^p \right]^2 \leq \gamma^{2p} E_x \left[ \left( \int_0^t c(x_s) \, ds \right)^p e^{\gamma p \int_0^t |c(x_s)| \, ds} \right]^2$$

$$\leq \gamma^{2p} E_x \left[ \left( \int_0^t c(x_s) \, ds \right)^{2p} \right] E_x \left[ e^{2\gamma p \int_0^t |c(x_s)| \, ds} \right]$$

$$\leq e^{2\gamma p - 1} \gamma^{2p} \int_0^\epsilon E_x \left[ |c(x_s)|^{2p} \, ds \right] E_x \left[ e^{2\gamma p \int_0^t |c(x_s)| \, ds} \right]$$

$$\leq e^{2\gamma p - 2} \gamma^{2p} \int_0^\epsilon E_x \left[ |c(x_s)|^{2p} \, ds \right] \int_0^\epsilon E_x \left[ e^{2\gamma p |c(x_s)|} \right] \, ds. \quad (4.8)$$

Since $p > 1$, it is enough to show that the two integrals in (4.8) are locally bounded. This follows easily from the assumption that $c(\cdot)$ has quadratic growth (see A2, where the constant $C$ is defined), and from the proof of the first part of Theorem 2, as soon as $2\gamma p C \epsilon < c_0$, that holds true for $\epsilon$ small enough. Indeed we get some exponential integrability which is strong enough to control both terms.

It remains to deal with the last term in (4.6). It is enough to show that, for given $\epsilon > 0$, the map

$$x \mapsto E_x[\varphi(t - \epsilon, x)]$$

is continuous in $x$. For this purpose, we realize all diffusion starting from any $x \in \mathbb{R}^d$ in the same probability space. We denote by $X_\epsilon(x)$ the diffusion starting from $x$, and denote by $E$ the expectation in this probability space. Thus

$$E_x[\varphi(t - \epsilon, x)] = E[\varphi(t - \epsilon, X_\epsilon(x))].$$

By (4.5),

$$E[\varphi(\delta(t - \epsilon, X_\epsilon(x))]$$

is locally bounded in $x$. This implies that, for any ball $B$, the family of random variables

$$(\varphi(t - \epsilon, X_\epsilon(x)))_{x \in B}$$

is uniformly integrable. Thus, letting $\varphi_M(x) := \varphi(t - \epsilon, x) 1_{[0,M]}(|\varphi(t - \epsilon, x)|)$ ($1_A$ is the indicator function of the set $A$), we have that

- for every $M > 0$, $E[\varphi_M(X_\epsilon(x))]$ is continuous in $x$ by the strong Feller property; and
- $E[\varphi(t - \epsilon, X_\epsilon(x))] - E[\varphi_M(X_\epsilon(x))]$ goes to zero as $M \to +\infty$ uniformly in $x \in B$ for any ball $B$. 
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From these two statements, continuity of (4.9) follows.

To get joint continuity in \((t, x)\) just observe that, by the integrability condition (4.5), we can differentiate in \(t\) \(\varphi(t, x)\) and show that this derivative is locally bonded. Thus \(\varphi(t, x)\) is locally Lipschitz in \(t\), locally uniformly in \(x\). This, together with continuity in \(x\), implies joint continuity.

**Step 2. Viscosity solution of the parabolic equation.** In what follows we introduce the upper-semicontinuous (resp., lower-semicontinuous) extension \(c^*(\cdot):=\lim\sup_{y\to x} c(y), \ c_*(\cdot):=\lim\inf_{y\to x} c(y)\):  

\[
\begin{align*}
c^*(x) &:= \lim\sup_{y\to x} c(y), \quad c_*(x) := \lim\inf_{y\to x} c(y).
\end{align*}
\]

Moreover, let \(v_T(t, x) := \varphi(T - t, x)\). We now show that \(v_T\) is a viscosity solution (in \([0, T]\)) of the parabolic equation

\[
(4.10) \quad - \left( \partial_t v_T + b \cdot \nabla v_T + \frac{1}{2} \Delta v_T + \gamma c v_T \right) = 0.
\]

Since \(v_T\) is continuous, this amounts to showing that the following two properties hold true:

\[\begin{align*}
i. \text{(supersolution property).} & \quad \text{Let } (t, x) \in [0, T) \times \mathbb{R}^d \text{ and let } \psi : [0, T) \times \mathbb{R}^d \to \mathbb{R} \text{ be a smooth function such that } \psi(t, x) = v_T(t, x) \text{ and } v_T - \psi \text{ has a local maximum at } (t, x). \text{ Then} \\
& \quad - \left( \partial_t \psi(t, x) + b(x) \cdot \nabla \psi(t, x) + \frac{1}{2} \Delta \psi(t, x) + \gamma c^*(x) v_T(t, x) \right) \leq 0.
\end{align*}\]

\[\begin{align*}
ii. \text{(subsolution property).} & \quad \text{Let } (t, x) \in [0, T) \times \mathbb{R}^d \text{ and let } \psi : [0, T) \times \mathbb{R}^d \to \mathbb{R} \text{ be a smooth function such that } \psi(t, x) = v_T(t, x) \text{ and } v_T - \psi \text{ has a local minimum at } (t, x). \text{ Then} \\
& \quad - \left( \partial_t \psi(t, x) + b(x) \cdot \nabla \psi(t, x) + \frac{1}{2} \Delta \psi(t, x) + \gamma c_*(x) v_T(t, x) \right) \geq 0.
\end{align*}\]

\(v_T - \psi\) has a *strict* local extreme in \((t, x)\). Indeed, if \(v_T - \psi\) has a local extreme at \((t, x)\) and \(\psi(s, y) := \psi(s, y) \pm \left((s - t)^2 + |x - y|^4\right)\) (where the sign depends on whether we are dealing with a maximum or a minimum), then \(v_T - \psi\) has a *strict* local extreme in \((t, x)\), and \(\psi\) and \(\psi\) have the same first space and time derivatives and second space derivatives at \((t, x)\). We now observe the following identities:

\[
\varphi(t, x) = 1 - \int_0^t \frac{d}{ds} E_x \left[ \exp \left( \int_s^t \gamma c(x_r) dr \right) \right] ds
\]

\[
= 1 + \gamma \int_0^t E_x \left[ c(x_s) \exp \left( \gamma \int_s^t c(x_r) dr \right) \right] ds
\]

\[
= 1 + \gamma \int_0^t E_x [c(x_s) \varphi(t - s, x_s)] ds,
\]

where all steps are justified by (4.5). It follows that, for \(\epsilon > 0\),

\[
\varphi(t, x) - E_x[\varphi(t - \epsilon, x_\epsilon)] = \gamma E_x \left[ \int_0^\epsilon c(x_s) \varphi(t - s, x_s) ds \right].
\]
By a change $t \mapsto T - t$ of the time variable, we get

\begin{equation}
\psi_T(t, x) - E_x[\psi_T(t + \rho, x)] = \gamma E_x \left[ \int_0^T c(t, x) \psi_T(t + s, x) ds \right].
\end{equation}

Now we use (4.11) to prove that $\psi_T$ has the subsolution property. The supersolution property is proved in the same way. Note that both properties are local, so it is not restrictive to assume the test functions $\psi$ to have compact support.

So let $\psi$ be a smooth function with compact support such that $\psi(t, x) = \psi_T(t, x)$ and $\psi_T - \psi$ has a local minimum at $(t, x)$. We first claim that

\begin{equation}
\limsup_{\epsilon \to 0} \frac{\psi_T(t, x) - E_x[\psi_T(t + \epsilon, x)]}{\epsilon} \leq \limsup_{\epsilon \to 0} \frac{\psi(t, x) - E_x[\psi(t + \epsilon, x)]}{\epsilon}.
\end{equation}

This is done by a simple localization. Let $\rho > 0$ be such that $\psi_T(s, y) \geq \psi(s, y)$ for $(s, y) \in [t - \rho, t + \rho] \times B(x, \rho)$. Then, for $|\epsilon| < \rho$,

\[
\psi_T(t, x) - E_x[\psi_T(t + \epsilon, x)] = \left[ E_x \left[ \psi_T(t, x) - \psi_T(t + \epsilon, x) \mathbb{I}_{|x - x| \leq \rho} \right] + \frac{\psi_T(t, x) - \psi_T(t + \epsilon, x)}{\epsilon} \mathbb{I}_{|x - x| > \rho} \right] + \psi(t, x) - E_x[\psi(t + \epsilon, x)] \mathbb{I}_{|x - x| > \rho}.
\]

Thus, in order to obtain (4.12), it is enough to show that the last two terms go to zero as $\epsilon \to 0$. We deal only with the last (the others being easier),

\[
\left| E_x \left[ \psi_T(t, x) - \psi_T(t + \epsilon, x) \mathbb{I}_{|x - x| > \rho} \right] \right| \leq \frac{2}{\epsilon} E_x \left[ e^{\gamma \int_0^T |c(s, x)| ds} \mathbb{I}_{|x - x| > \rho} \right] \leq \frac{2}{\epsilon} E_x \left[ e^{\gamma \int_0^T |c(s, x)| ds} \right] E_x(\mathbb{I}_{|x - x| > \rho})^{1 - \frac{1}{2}},
\]

which goes to zero as $\epsilon \to 0$ since, by small time estimates (see, e.g., [18]), $E_x(\mathbb{I}_{|x - x| > \rho}) = o(\epsilon)$. This establishes (4.12). On the other hand, by Ito's rule,

\begin{equation}
\lim_{\epsilon \to 0} \frac{\psi(t, x) - E_x[\psi(t + \epsilon, x)]}{\epsilon} = - \left( \partial_t \psi(t, x) + b(t, x) \cdot \nabla \psi(t, x) + \frac{1}{2} \Delta \psi(t, x) \right).
\end{equation}

Putting together (4.11), (4.12), and (4.13), the subsolution property follows from

\begin{equation}
\liminf_{\epsilon \to 0} \frac{1}{\epsilon} E_x \left[ \int_0^T c(t, x) \psi_T(t + s, x) ds \right] \geq c_s(x) \psi_T(t, x),
\end{equation}

where the above convergence is again controlled by small time estimates and the fact that $\psi_T$ is continuous.

\textit{Step 3. Conclusion.} Letting $\tilde{\psi}_T(t, x) := \psi_T(t, x) e^{-\lambda(T-t)}$, it is easily checked that $\tilde{\psi}_T$ is a viscosity solution of

\begin{equation}
- \left( \partial_t \tilde{\psi}_T + b \cdot \nabla \tilde{\psi}_T + \frac{1}{2} \Delta \tilde{\psi}_T + \gamma c \tilde{\psi}_T \right) + \lambda \tilde{\psi}_T = 0.
\end{equation}
Moreover, $\partial T(t, x) \rightarrow v(x)$ as $T \rightarrow +\infty$ uniformly on compact sets. In particular, $v$ is continuous. We now sketch a standard argument to show that $v$ is a viscosity solution of (4.4).

Let $x \in \mathbb{R}^d$, and let $\psi : \mathbb{R}^d \rightarrow \mathbb{R}$ be a smooth function such that $v(x) = \psi(x)$ and $v - \psi$ has a local minimum at $x$. Fix $t > 0$, and define $\psi(s, y) := \psi(y) - |y - x|^4 - (s - t)^2$. Note that $v - \psi$ has a strict local minimum at $(t, x)$, and

$$
\partial_t \tilde{\psi}(t, x) + b(t, x) \cdot \nabla \tilde{\psi}(t, x) + \frac{1}{2} \Delta \tilde{\psi}(t, x) = b(x) \cdot \nabla \psi(x) + \frac{1}{2} \Delta \psi(x).
$$}

A simple exercise in uniform convergence shows that there is a sequence $(t_n, x_n) \rightarrow (t, x)$ as $n \rightarrow +\infty$ such that $\tilde{v}_n - \psi$ has a local minimum at $(t_n, x_n)$. Therefore, since $\tilde{v}$ is a viscosity solution of (4.15),

$$
- \left( \partial_t \tilde{\psi}(t_n, x_n) + b(x_n) \cdot \nabla \tilde{\psi}(t_n, x_n) + \frac{1}{2} \Delta \tilde{\psi}(t_n, x_n) + \gamma c_*(x_n) \tilde{v}_n(x_n) \right) + \lambda \tilde{v}_n(x_n) \geq 0.
$$

Letting $n \rightarrow +\infty$ and using (4.16) and lower-semicontinuity of $c_*$, we obtain the subsolution property for (4.4). The supersolution property is obtained in the same way. $\square$
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