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ADVERTISEMENT

These notes are very preliminary. In particular the Bibliography is rather incomplete. They
have to be used with caution. Please do not make them circulate.
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INTRODUCTION

These lectures are devoted to some aspects of singular perturbations of diffusion pro-
cesses. One of the main motivation is an attempt to understand Nelson’s approach of
the Schrodinger equation (what is now called stochastic mechanics). Another one is to
link stochastic mechanics with statistical mechanics, following Follmer’s remark on an old
Schrodinger question.

Though very popular in the 80 th’s, the topic did not deserve many attention during ten
years. One reason is that Nelson himself killed his child by introducing a physical contra-
diction with the model. In a private conversation, some times ago, P.A. Meyer told me that
“if the model is not so interesting for quantum mechanics, it is certainly very interesting
for diffusion theory.” The spirit of these lectures will be the one indicated by Meyer: we
shall not develop the physical counterpart of the mathematical contents.

However, it seems that the community of physicists has some new interests in the subject.
Moreover, some of them are now saying that Nelson’s (negative) argument is not a con-
tradiction. In addition, a different but neighboring approach, developed by Zambrini and
his coauthors, has led to new physycal predictions and interpretations (see Thieullen and
Zambrini results on Noether theorem).

As H. Follmer said recently: “the topic is less celebrated than statistical mechanics is, but
it is still fascinating and rich of further developments.”

We will try to convince the reader that Follmer’s statement is true.

Before to give the organization of these lectures, let me say that, if I will try to give an
account of the theory, it will be definitely incomplete. Not only because I will forget many
contributions (with my apologies to all contributors), particularly in the so much explored
stationary case, but also because, except in very few cases, no complete proofs will be given.
In general indeed, proofs are rather technical, sometimes difficult. I preferred to indicate,
when it is possible, the route and the main difficulties.

The main tools we shall use are stochastic calculus and large deviations theory. Remarkable
textbooks are available, like [44], [43] and [30]. However, as we shall see, the stochastic cal-
culus approach is sometimes close to the border of our understanding, that is, is sometimes
really intricate.

Organization of the lectures

Section 1. Schrodinger equation and a possible probabilistic counterpart.
Section 2. An overview of the stationary (reversible) case.

Section 3. Stochastic quantization via stochastic calculus.

Section 4. Time reversal and applications.

Section 5. Back to Schrodinger equation.

Section 6. The large deviations approach.

Section 7. Miscellaneous.



4 P. CATTIAUX

1. Schrodinger equation and a possible probabilistic counterpart.

To start with, consider the classical Schrodinger equation (without Planck’s constant)

(1.1) i = LAV =HY 5 w(0,) =,
where V' (the potential) is a time independent real valued function, belonging to the Kato
class

i swp [ V()| Gl dy =0,

o0 peRrd lze—y|<a
G being the usual Green kernel on R%. Part of what follows can be extended to the Rellich
class (see [11]).
H is a bounded below self adjoint operator on L%(R% dz) generating an unitary semi-
group e~ (Stone’s theorem), and the solution 1 (wave function) of (1.1) is given as
Y(t,.) = e "H 4hy. We shall give regularity results on ¢ taken from [11] and [12]. These

results allow to make the calculations meaningful.

Lemma 1.2. If ¢y € D(H%) (i.e. the domain of the standard Dirichlet form), then so
does vy (i.e. Vi € L2), and one can find a jointly measurable version of ¢ and V.
Furthermore t —|| Vi ||2 is continuous.

Accordingly we may define
\Y

\Y
(1.3) u:Refw;éo,U:Imz;pd,#O,p:w\B.

If || Vo ||l2= 1, then p(t,.) is a probability density for all ¢, and for 0 < ¢ < T
(1.4) / [lu(t, )] + [o(t, )[*] p(t, ) de < sup || Vabr [|3 < +oo,
Rd 0<t<T

thanks to 1.2.
The quantity in (1.4), or its time average over [0,7] is called the energy, since it is the

quadratic mean of velocities, u is the current velocity and v the osmotic velocity, and (1.4)
is referred to as the FINITE ENERGY CONDITION.

The following is due to [12]

Lemma 1.5. If¢y € D(H®) for some a > 1+ %, one can find a jointly continuous version
of ¢ such that %—"f exists and is also jointly continuous.

With some extra work one can define good versions of the complex logarithm and write
P(t,x) = exp(R(t,z) + iS(t, z))
in such a way that
u=VR,v=VS.
Using all the previous regularity results, it is not difficult to derive some evolution equations
satisfied by the flow ¢ — p(¢,.) of probability densities,

i) B =GA+BY) p=30p=V(Bp),
(1.6) B B
i)~ % =GA-BV)p=38p+V(Bp),
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with =u+v and B=u—v.

Of course (1.6) i) is nothing else but a Fokker-Planck equation, and ii) is a time reversed
Fokker-Planck equation. The starting point of Nelson’s theory is to associate to (1.6) a pair
of processes in duality. Indeed suppose you can build a solution of the stochastic differential
equation

(1.7) dX, = dw, + B(t, X)) dt , Xo% podw,

with w a Wiener process, then thanks to the finite energy condition, it can be shown that

def ;. _
B, Xy) = DX = limyjo E[h™Y (Xpun — Xo)/ T,

B(t, X;) = DX ¥ limpo BE[h~Y (X; — Xo_n)/ %],

where .7; and %, are respectively the forward and the backward filtrations of the process.
D; and D; are the forward and the backward derivatives of the process.
Now if you define

1 .
Df:§(DtDt+DtDt),

which is the stochastic acceleration, easy but formal manipulations yield the stochastic
Newton equation

D} Xy = -V V(Xy)
i.e. a formal classical formulation, along the paths of the process, of the main equation of
classical mechanics.
Nelson tried to push forward the analogy with classical mechanics, by introducing a
least action principle associated to some Lagrangian, in order to define critical diffusions

(see [55]).

As we said all this derivation is formal, and many attempts to rigorously justify Nel-
son’theory failed. However, if we assume that both § and g are smooth, one get a one to
one correspondence between critical diffusions and wave functions.

Notice that we may expect that the time marginal laws of the process are p; dx, thus the
finite energy condition becomes

(1.8) E[18(t, X:)|* + [B(t, X0)[”] < 400,

which was used to justify the existence of the forward and backward derivatives.

The first main problem concerns the existence of a solution to (1.7). This existence is
often referred to as the STOCHASTIC QUANTIZATION problem. It was solved in the
flat case (Brownian motion) we have just discussed, first by Carlen ([11]) in 1984, by using
a semi-group perturbation approach. Meyer and Zheng ([51]) proposed another approach,
but in the symmetric (stationary) case, and Carmona ([12]) proposed, one year later, an
alternate and more probabilistic construction.

Extending stochastic quantization to more general operators (no more Laplace operator)
is not only a mathematical challenge. It has a clear physical interest (bounded domains,
infinite dimensional spaces, manifolds, string theory). Substantial progresses have been
made in these directions by Zheng, Nagasawa, Mikami, Léonard and the author, in the non
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stationary case. The stationary case, in relationship with Dirichlet forms theory has been
impressively explored by people like Albeverio, Ma, Rockner, Takeda, Song, Wu, Stannat,
Eberle, Oshima, Fitzsimmons, Chen, Fradon and many others.

It is certainly useful to understand why this problem is really a difficult one.

Looking at (1.7), a probabilist will immediately write that the (weak) solution Q is given
via a Girsanov transformation of drift i.e.

T T
Q (/O ﬂ(t,wt).dwt—;/o |B(t,wo)[? dt) = G,

(1.9) —

PO | T
where P,, denotes Wiener measure with initial law p(0,.)dz, on the path space whose
generic element is denoted by w.

This of course would be the case for a bounded 8. But § is not a priori so regular. To see
what happens, look at the stationary case

1 \Y

2hv=ve =20,
(or similarly for the ground state replacing V' by the bottom of the spectrum)
Even if ¢ is regular, problems will certainly occur on the nodal set ¢» = 0. So, not only
usual criteria (Novikov or Kazamaki) ensuring that Gr is a martingale cannot be checked,
but Gr itself is not well defined.
One first has to define G in a correct manner. Following [44] we put

Gr =exp (f) Blt,w).dw,— L [ 8t w)|dt),
(1.10) if 7€ Upl0, ), T =inf{t>0, [2 |B(s,ws)|>ds > n},

Gr =liminf Gy, , otherwise.

One can then define Q as the associated Follmer measure defined on the set of exploding
trajectories i.e.

EQ[F, o] = EF [FG,]
for any bounded stopping time 7, any .%, measurable F', where £ is the explosion time.
The problem is then to know whether Q({ = +o00) = 1 or not, i.e. is the transformed
process conservative.
Remember that in addition, we have to check that the time marginal laws

Q =QoX; !
are equal to p(t,.)dx, while we do not know a priori uniqueness for the Fokker-Planck
equation (1.6) i).
The fact that the only “a posteriori” information we know, i.e. the finite energy condition
sup [ |8(t0) plt,x) do < 400
0<t<T
is actually enough to show conservativeness, demonstrates that the diffusion process cer-

tainly has something to tell about Schrodinger equation.
The reader certainly noticed that we have slightly changed the finite energy condition, since
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the latest one does not involve the backward drift. That duality is a priori “built in” was
suggested by Follmer ([35]) as a consequence of time reversal results. The first construction
of Nelson’s processes involving only the forward finite energy condition seems to be the one
in [17], and a complete study of time reversal is done in [22].

But we are just at the beginning of the story. In 1932, Schrédinger asked the following
question (free translation of the french version):

“ Imagine you observe a system of free particles such that, at time 0 their distribution is
rather uniform, and at time 1 their distribution is far to be uniform. What is the most
probable way to explain this deviation.”

We may formulate this question in modern mathematical words, as seen by Follmer in [36].
To this end, pick an infinite sample of Brownian motions (X;);cn with initial law g (which is
dz in Schrodinger statement but we prefer to work with probability measures). Observations
of the system are given at time 0 and 1 by the empirical measures
1 1
Ly==2 0x@ » Ln=-2> oxq:
i=1 i=1
The question is:
what is (at least asymptotically) the conditional law of X1 knowing that the pair (L2, L))
is close to a given pair (po, p1) of probability measures, when uy is not the law at time 1 of
a Brownian motion with initial law pg ¢

This kind of formulation is well known in statistical mechanics, and the answer is given by
the GIBBS CONDITIONING PRINCIPLE. To be precise, let us introduce some notation

Notation 1.11. P, will denote the Wiener measure with initial law pg, and for a > 0 we
denote by P7 | the conditional law defined as

Py (A) =P9"(X1 € A/ (Ly, Ly) € B(p, @)

where p = (uo, p1) and B(u, ) denotes the open ball centered at p with radius « for a
metric compatible with weak convergence of probability measures (for example Lévy metric
or Kantorovitch one).

Then, if
H(Q,P)

denotes the relative entropy (or Kullback information, or I-divergence) of Q with respect
to P, the following is known (see [30])

Theorem 1.12 (Gibbs conditioning principle.). If
AL ={Q, st. HQ,P) < +o0 and (Qo,Q1) € B(u, ) }

is not empty, then Py converges in variation distance, when n goes to +oo, to the proba-
bility measure Qj; satisfying

Q) =arginf { H(Q,P), Q € A} }.
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In other words, Q}} minimizes relative entropy among all probability measures on the path
space with marginal laws at times 0 and 1 « close to (po, f41).

Since we want to build some Q with marginals (ug, 1), one can then look at the behaviour
of the Qs when «a goes to 0, or try to improve this theorem by taking a(n) going to 0 as
n goes to +00. This is not so easy and we shall come back later to this point.

Nevertheless, answer to Schrodinger question is given by this principle.
Actually more can be shown, i.e. for all n

1
(1.13) H(P,, Q5) < —— log PP((L3, LL) € B(u, @) — H(Q5,P).

Theorem 1.12 follows from (1.13) by applying Sanov large deviations theorem, and the well
known Pinsker inequality

variation distance (Q,P) < (2 H(Q,IF’))%.
Inequality (1.13) is due to Csiszar [28].

If we replace the observations (LY, L1) by the full empirical process
1 n
(1.14) te L = - > bx,m .t €0,T],
i=1

one can formulate a similar result just replacing
1) (/’Lﬂvul) by a flow ¢ — Mt
ii) the ball B(u,a) by an open blowup of this flow in ([0, T], M1 (R%)),
iii) A by a similar Afj’T.
To understand the relationship between this result, and the stochastic quantization problem
we have discussed earlier, remember the definition of relative entropy.

Definition 1.15. If Q and P are probability measures on a metric space I,
HQP) Y sup ( / FdQ — log / el dP),
Fe#,(T,R)

where By denotes the set of bounded measurable functions (when T is Polish one can take
©b), and the following holds

d d
H(Q,P) = / d% log d%d[?’

if Q < P, and +oo otherwise.

If Q <« Py, and Qp = po, it is known (see [44]) that there exists an adapted process f; such
that

T T
AL =exp (Jg Budw— 3§ [ B2 dt),
0 |7T
(1.16) if 7€ Upl0,T), T =inf{t>0, [} [Bs]>ds > n},
dQ e e dO .
By 7y lim inf Ty | 7, otherwise.
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An easy calculation yields

1 T
(1.17) if Qo = o and @ < By, then H(Q,By) = 7 E [/ B2 dt],
0
and we recognize in (1.17) the energy condition, i.e.

if e = prdx, where py is the amplitude of the wave function, the stochastic quantization
problem is equivalent to the non emptiness of A%T (with o = 0).

As a conclusion, we see that Nelson’s formalism has a statistical interpretation in which
finite energy is transformed into finite entropy. Introducing an entropy in quantum me-
chanics will certainly appear to most physicists as an heretic point of view. Nevertheless
the above relationship cannot be a hazard.

We shall now focus on mathematical objects we have introduced.

Remark 1.18. If we deal with Ag instead of AZ"T the stochastic quantization problem is
much more simple. Indeed

Q.= [ Pru(dn,dy)
where PY is the law of the Brownian bridge between x and y, and

p* = arginf{ H(v,p) where p =Py, o (X(0), X (1)), (vo,v1) = (no, 1) }.

The problem thus reduces to a minimization problem in finite dimension which was first
tackled by Beurling (see [16] for a bibliography). It turns out that the minimizing p*
has a splitting property which allows to make the link with markov reciprocal processes
introduced by Jamison.

Qy, is often called a Schrodinger bridge and is the relevant process in the euclidean version
of stochastic mechanics. For more information on this approach see [36] and [26].

2. An overview of the stationary (reversible) case.

As we already said, the stationary case is particular, not only because time dependence is
the origin of annoying problems, but because of its relationship with DIRICHLET FORMS
theory (see the textbooks [40] and [49]).

In this section we shall give the flavor of stochastic quantization in the flat reversible case,
i.e. Meyer-Zheng result. Some references to extensions will be given at the end of this
section, as well as references to related and specific problems in this context.

We are given

2 . . Vi 1
(2.1) p =1* , a density of probability, and 5 = o GA0 = 5 Vlog p p0.
We may assume that ¢ > 0. The finite energy condition is then

[ieoae= [ [wopar <o
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i.e.
Y € H'(RY)
the usual Sobolev space. For f and g belonging to 6§ one thus has
1 1
(2.2) /(2A+,8V)fgpda::—2/Vf.Vgpda:

just using integration by parts. In particular p satisfies the weak stationary Fokker-Planck
equation

1
Due to (2.2) we are led to study the Dirichlet form

(2.3) £ (f.g) = / Vf.Vgpda

N

with domain H{(p) which is the completion of 6§° equipped with the semi norm (&(f))
where £1(f) = 1 [Baq,) + (f, )

The form is easily seen to be local and regular. Hence Fukushima’s theory is associating
to it a, possibly non conservative, diffusion process. In order to obtain a more precise
construction, including conservativeness, one has to work harder. The construction breaks
into five steps.

Step 1. Truncation. One chooses a quasi continuous version of ¢ (i.e. ¥ can be chosen at
each point except some polar set for Brownian motion). Next one considers the truncated

?/)n:(i/”/%)/\n

which satisfies (in LL?)

v
Vipn = Vi 1ncyp<n and Viogi, = J} 1/n<p<n = Bn

thanks to the chain rule. Notice that, if p, = 12 is no more a probability measure, it still

satisfies a weak Fokker-Planck equation with (3, in place of 3.

Step 2. Regularity. We denote by X; the generic element of the path space (continuous
functions) and by P the Wiener measure with initial measure dz. Since log v, € H', one
can use FUKUSHIMA-ITO decomposition

(2.4) log 1, (Xy) — log ¥, (Xo) = M* + A}, Vt,Pa.s.
where M™ is a P martingale with brackets

t
<M" >t:/ Bu2(X,) ds
0

and A" is of zero energy. This last term is difficult to control but, using reversibility of P,
one can write the time reversed Fukushima’s decomposition of log,. Taking the average
of both formulas, one obtains the LYONS-ZHENG decomposition (see [48])

(25) o ¥n(X,) ~ log v(Xo) = 5 MY+ (Mp_(Rr) — M}(Rr)), ¥t € [0.T],Pas.
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where R7 denotes the time reversal X +— Xp_ on the path space. The key point is that
Lyons-Zheng decomposition only involves the martingale terms, that is the annoying zero
energy term disappeared.

Step 2. Drift transformation. We define

1
Q, = (exp(M}"— 3 < M" >T)) P, dz -

Standard Girsanov theory tells us that Q,, is conservative. In addition, Q,, is symmetric
(remember that p,, satisfies the Fokker-Planck equation), and defining

Ntn = Mf — < M™ >,
one checks that N™ is a Q,, martingale with the same brackets as M™. Finally, Lyons-Zheng

decomposition is available Q,, a.s., just replacing M by N.
In particular the finite energy condition implies

(2.6) sup E@» [< N" >7] < T || ¢ |21 < +00.
n

Now introduce the sequence of stopping times
T, =inf {t >0, ¥(Xy) ¢ [1/n, n]} and 7 = sup 7, .
n

We also define
My = M and <M >=< M" >; ift<m,

and
1
(2'7) Q= (exp (MT - 5 <M >T)) t<t deac .
It is not difficult to see that
ont <7, , QandQ@Q, coincide.

In particular, if £ denotes the explosion time
Q(r <y =lmQ(r, <& =1lmQ, (1, <& =1

since QQ,, is conservative.
This means that 7 (which is the hitting time of the nodal set) is less than the explosion
time. Hence in order to show conservativeness, it is enough to show that Q (7 < T") = 0.

This approach, showing that the nodal set is never attained, is specific to the stationary
case. It is closely related to the choice of Q we have made. Indeed note that, contrary to
section 1, we introduced a cut-off 4, in the Girsanov density.

Step 4. Nelson estimate. We shall now derive an estimate obtained by Nelson for
smooth diffusions. Let us calculate

wn(Xt) T/Jn(XO) ay _ —
(s (G2 i) 2 ) = Qn (s [log dn(X1) ~log 4 (Xo)| 2 0)

Thanks to Lyons-Zheng decomposition and easy manipulations, this quantity is less than

Qn( sup [N|>a/2)+ Q,( sup |N(Rr)>a/2).
0<t<T 0<t<T




12 P. CATTIAUX

Now using Doob’s inequality and (2.6) we obtain that for all n

P (Xt)  n(Xo)
(2.8) Qn ( o n(Xo) %(XS))

8
>e') < ST |93 -

Step 5. Conclusion.
Q(U/k <(Xo) <k, 7 <T)=Q(1/k <9(Xo) <k, mn <T)

= Qn OzltlET (wn(Xo) P (Xy)

< 8(log (n/k) T || ¥ | -

Hence, letting first n, then k£ go to +0o0 we finally get
Q(r<T)=0.

The proof is finished. Let us summarize the result we just proved

Theorem 2.9. If 1 € H!, the measure Q defined in (2.7) is a probability measure (is
conservative). Furthermore, this measure is reversible and solves the martingale problem

M(EA+TENV G, pda).

Remark 2.10. The above proof, in a slightly different setting, was first given by Meyer and
Zheng in [51]. The earlier [3] also deals with a similar problem, but with more regularity.
Connection with Donsker-Varadhan occupation measure (i.e. another large deviations point
of view) was done by Fukushima and Takeda [41], and the above form of the construction
is due to Takeda [67] (also see section 6.3 in [40]) in a more general context. In finite
dimension, one may replace the Laplace operator by a general second order symmetric
operator, with smooth enough coefficients (in order to perform integration by parts) and
uniformly elliptic.

This approach has been successfully extended and completed: see e.g. [4], [6], [7], [33], [34]
for general finite or infinite dimensional Dirichlet forms.

Remark 2.11. Once existence is shown, the next natural question is the one of uniqueness.
There are many notions of uniqueness in this case. We refer to Wu ([70], [71]) for a discussion
on these various notions, and to Eberle [32] for an up to date situation.

One notion is connected with the uniqueness of the solution of the associated martingale
problem. It is studied e.g. in [5]. Another one is the so called Markov uniqueness, i.e. the
uniqueness of a Markovian extension of the Dirichlet form. Relevant references are [61],
[68], [8], [62], [64], [65], [38] and [14]. The latest is the only one which proposed a purely
analytical proof.
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Related topics like the study of invariant measures, are studied in [9], [14], [2] or [10] (and
the bibliography therein).

Extensions to time-dependent Dirichlet forms of Oshima and generalized Dirichlet forms
are given in [66] and [50]. The case of bounded domains (with the help of Dirichlet forms
theory) was studied by Chen ([23], [24], [25]) and by Fradon [39]. This latest case uses deep
analysis on the regularity of the boundary (Cacciopoli sets).

As the reader saw, some amount of results have been obtained in the symmetric case. Much
less was done in the non stationary case we shall now study.

3. Stochastic quantization via stochastic calculus.

In this section we shall study the construction of a singular diffusion process, via a Gir-
sanov’s like drift transformation as in (1.10), but in the non flat case. To begin with, we
have to introduce some notations and definitions.
Let a be a measurable flow of non negative symmetric matrices, b and 5 be measurable
flows of vector fields. We define:

d

(3.1) L(t,z) = % > aiit,x) 80 + Y bilt,x) 0,
ig=1 i

and

(3:2) A(t,z) = L(t,z) + a(t, ) B(t, 2).V

where . denotes scalar product and V is the space gradient;

(3.3) o(t,z) a measurable non negative square root of a(t, ).

All functions are defined on the whole space R x R?, or possibly on the d-dimensional torus
R x T? if they are space-periodic.

We shall look at A as a perturbation of L, and so build a diffusion process associated to
A as a transformation of the one associated to L by some Girsanov’s like multiplicative
functional. Here, the expression ”diffusion process” is understood in a non rigid way which
will be explained in the statement of the results. Actually, we ask for more. We want to
impose the law of all time marginals of the process. This of course implies that this flow
satisfies some Fokker-Planck equation; more precisely:

Definition 3.4. Let v & (Vs)sejo,m), be a flow of Probability measures on R?, and A be a

set of Borel functions defined on R x R?. We shall say that v satisfies the A-weak forward
equation on [0,T) if, for every f € A:

i) (% + A)f is defined and belongs to L' ([0, T] x RY, ds dvs(x));
i) YO<u<t<T,
[ f@t, 2)v(dz) — [ fu,z)vy(dz) = fi f(% +A)f(s,z)dsdvs(x).
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In general, A will be a nice set, and 5°(]0, 7] x R?) C A.

Let us say now what we call a diffusion process.
Definition 3.5. Let Q be a Probability measure on Q = €°([0,T],R%). We say that Q is

an A-diffusion with initial measure vy if:
i) Qo = wo;
i) VfeECR xRY)
F(tX0) = £0, Xo) = [§(5; + A) (5, Xs)ds

15 a Q-local continuous martingale up to time T', with brackets given by

/0 (Vf.aVf)(s, Xs)ds.

Here, t — Xy is the canonical process on ) equipped with the natural right continuous and
complete filtration.

The statement ii) is equivalent to a similar one replacing the full ¢5° by the coordinate
functions of the process, in particular, we are in the situation of Chapter 12 of [44].

In the flat case a = Id, b = 0, we are in the situation of section 1, up to the change of
notation v; = p; dx.

Definition 3.6. We shall say that Q solves the stochastic quantization problem, if Q is an
A-diffusion such that Q. = vy for all t € [0,T].

In the rest of this section, we assume the following;:

(3.7) There exists a strong Markov family (P, ,; (u,z) € R x R?), such that:
i) Pyo(up =u, Xo=2) =1,
i) y=u+t Py, a. s,
iii) Py, is an extremal (% + L)-diffusion with initial measure 6, ;.
Here, the path space is €5°([0,7],R x R9), and extremal means that P, is an
extremal solution of the martingale problem (3.5)ii), replacing A by L

We emphasize that (3.7) is concerned with the (now homogeneous) time-space process.
Actually, (3.5) should be written in this time-space context, replacing vy by dp ® vy. We
also define

P, = /Pu,x 6(()u) ® vo(dx).

Now define s
M, =X, — Xg— / b(uy, Xy)dv
0

and as in (1.10) introduce

Gr =exp ([ Bt Xe).dM,— L [ (o 8)(t, Xy)[? dt),
(3.8) if T € Upl0, ), T =inf{t >0, [} [(08)(s, Xs)|*ds > n},

Gr =liminf Gy, , otherwise.
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Define the drift transformed
(3.9) Q=GrPy,.

As in section 1, we will also denote by Q the Follmer measure associated with G7 on
the space of explosive trajectories and we shall impose the (forward) FINITE ENERGY
CONDITION

T
(3.10) /0 /|a,8|2(s,x) dsvs(dz) < 400, .

In this case, we shall show that Q solves the stochastic quantization problem, under mild
conditions on a and b.

Since we now know how to do in the symmetric case, we are tempted to adapt the approach
of section 2. But we immediately have to face various difficulties :

Step.1. First we do no more assume that v is given by a flow of probability densities.
But even if so, i.e. assuming v, = p; dz, the cut-off of Step.1 in section 2 is badly
behaved. Indeed, because of the time derivative, the cut-off does not satisfy anymore
a Fokker-Planck equation. Furthermore, the relationship between 8 and log p is no
more clear at all.

Step.2. Ito formula is no more available for log p unless we assume strong regularity assump-
tions. Recent extensions of Ito formula to €' functions, due to Foéllmer, Protter
and Shiryaev or Russo and Vallois, are mainly available in one dimension, and %!
is too strong for our purpose.

Hence one can try to mollify p, by taking convolution with some smooth kernel.
But here again, except in the flat case when A and convolution are commuting, the
Fokker-Planck equation is lost.

In addition, Lyons-Zheng decomposition strongly used the reversibility of the un-
derlying process P, and it is hard to find here an analogue.

Step.3. Our definition of G is slightly changed, when comparing with the stationary case.
Indeed the cut-off by the indicator (T' < 7 in (2.7)) disappeared, and stopping times
are not the same as in section 2.

Hence, the strategy of section 2, is no more appropriate. However, in the flat case, and
assuming some Holder regularity on p, Zheng [72] succeeded in proving that @ solves the
stochastic quantization problem. Also see the works by Nagasawa and his coauthors with
similar regularity assumptions.

In the next subsection, we shall give the flavor of the strategy of proof we proposed in [17].
In the following one, we shall state precise results we then obtained.

3.1. The stochastic strategy.
Step.1. Of course we will have to use some approximations. To this end we consider a

sequence S of measurable and bounded functions with compact support, that converges to

B in L2(v) defp2 (dvy dt), and consider the associated Q’;x defined as in (3.9) just replacing

B by Bi, and P, by P, , in (3.8). Of course the Q¥’s are conservative, thanks e.g. to Novikov
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criterion. We simply write QF for the one with initial measure vg.
The aim is to prove that for any good enough f ,

(3.11) E? [£(X))] < / f(@) vy +C [ o(8 = Bi) lag)

where C is independent of k.
To this end, introduces

fuls, @) = E® [(X0—)
which satisfies, if f is good enough, the “heat” equation

(2 4+ D)t @BV fi) =0, on [0,1].

Applying the weak forward equation for the flow 14, we get

/fktxdut /kaxdyo—/ / (B = Br)-V fr](s,x) dvs ds .
But fx(t,z) = f(z) and [ fx(0,z)dvy = EQ" [£(X,)]. Therefore we get

k
(3.12) E® [f(X0)] < /f(fv) dvp+ [ oV fi 2wy | 08 = Br) N2 -
In order to obtain (3.11), it is thus enough to get some uniform bound for

| oV fi llL2@)

This bound is obtained by applying the weak forward equation to f,?, provided f is bounded.
This step is an adaptation of Mikami’s ideas in [52].

Step.2. We shall show that
(313) B /(X0 1<r] < [ S(@)du,

where 7 = sup,, T,,. For nonnegative f this is obtained by using Fatou’s lemma and taking
the liminf in
E [£(X0) i<,
first in k, then in n.
Next (3.13) extends to any nonnegative measurable f. Hence we may apply it with

= o BI(t, )
for each t, and taking the average in ¢, one obtains
T
(3.14) EQ [/ 10 BI2(E X)) 1er df] < / / 0 BI2(t, %) di dt < +o0
0

thanks to the finite energy condition.

Now remember the calculation we have done in (1.17). Thanks to our assumptions on
P, a similar calculation can be done here. Thus one half the energy of the drift is equal
to relative entropy. In particular thanks to (1.15) and (3.14), the variables Grar, are
uniformly bounded in the Orlicz space z log z, hence uniformly integrable, and

E¥ [Grar,) =1,
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for all n thanks to Novikov criterion. It follows that
Efo [Gras) =1
thanks to the continuity of G. It remains to show that
Q(r<T)=0.
To this end remark that
(3.15) Qr <T)=Q(r < T <& =E™ [Grpr r<71],
and the result will be shown if
(3.16) Grar =0on {r < T} | Py, as.
(3.16) is satisfied provided no SUDDEN DEATH occurs, i.e. if
Py, (t =T, for some n) =0.
In [gerﬁzral, no sudden death follows from the estimates we have obtained (see the correction
in [17)).

Hence Q is a probability measure such that Q(7 < t) = 0 for all ¢, and an A-diffusion.
The strategy in step.2. is partly inspired by [72].

Step.3. It remains to show that Q; = 14 for all ¢. But recall (3.13) and Q(7 <t) = 0. It
follows that Q; < 14 hence equal since they are both probability measures.
Hence Q solves the stochastic quantization problem.

3.2. Some existence results.

The previous strategy can be used in several contexts. Some technical points have to be
checked, and this implies to make some hypotheses on a and b. Here are some of these
results.

Theorem 3.17 (see[17], Theorems 4.28 and 4.42). Assume that o and b are locally Holder
continuous. Let v be a solution of the €5°-weak forward equation (3.4) such that the finite
energy condition (3.10) holds. Assume furthermore that

either

i) o and b are €%*, for some a > 0;

or

i) a is uniformly elliptic.

Then, the measure Q defined by (3.9) solves the stochastic quantization problem. In addition
Q is markovian and

T
H(Q,P,,) = ;/0 /(B.aﬁ)(s,x) dsvs(dr) < +o0.

Theorem 3.17 deals with a general flow of marginals. In [17] Theorem 4.48, another type of
result is obtained with weaker assumptions on ¢ and b, but stronger on v. Notice that, in
case i) no ellipticity is required, contrary to the approach using time dependent Dirichlet
forms.
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In [60], Quastel and Varadhan studied the stochastic quantization problem, for divergence
form operators on the torus, under weaker assumptions on a and b. Their result is slightly
improved in [22]. Here is the result

Theorem 3.18. Assume the state space is the torus T and that L = %V .a'V for some a
such that o € H'(dt®dx) on [0, T|xT?. Let v = pdx be a solution of the €™ -weak forward
equation (3.4) such that the finite energy condition (3.10) holds. Assume furthermore that
p is bounded and satisfies oV p € L?(dt @ dz). Then there evists a L-diffusion P with
initial law py dx, and Q defined by (3.9) solves the stochastic quantization problem.

The proof uses integration by parts and mollifiers as in the symmetric case. One difficulty
is that (3.7) is no more satisfied. That is why we first have to build P.

3.3. About uniqueness.
We shall now discuss uniqueness. A nice consequence of the Markovian framework (3.7)
is the following uniqueness result:

Theorem 3.19. In Theorems 3.17, if we assume that P, . is the unique solution to the
martingale problem ///(% + L, 612, 6,.2) for every (u,z), then Q is the unique A-diffusion
such that

T
Q[/ (B.aB)(s, Xs)ds < +o0] = 1.
0
In particular, Q is the unique A-diffusion such that Q; = vy for every t.

The proof is based on [44] chapter 13. Similar statements are contained in [70]. As an
immediate consequence we get :

Corollary 3.20. Under the hypotheses of Theorem 3.17, Q is an extremal solution to
ML+ AC ).

A similar statement can be shown under the hypotheses of Theorem 3.18.

An easy consequence is uniqueness for the weak forward equation. Indeed it immediately
follows

Theorem 3.21. Assume that the hypotheses of Theorem 3.17 are fulfilled. Then:

i) v is the unique solution of the weak forward equation such that

T
/ /B.aﬁ (s,x)dsvs(dx) < 400, starting from vy;
0

i) if 1/(/) < vy, then there exists a solution of the weak forward equation starting from

VO 5

!
R ‘ . .
iii) if ng 18 bounded, the previous solution satisfies

T
/ /ﬂ.aﬁ (s,z)dsv,(dz) < 400,
0

and 1is the unique solution (starting from 1/6 ) satisfying this condition.
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Remark 3.22. Let us say a few words about the problem of SUDDEN DEATH, which can
enlighten the reader on our choices. Follmer’s measure theory deals with (right) continuous
supermartingales. This explains our choice of G in (3.9), instead of using cut-off. No
occurrence of sudden death means that both choices are the same. In earlier papers, many
authors preferred cut-off, but then have to manage discontinuities (for example Nagasawa
did so), implying more difficulties in the proofs. L. Wu has studied in more details such
kind of problem.

Remark 3.23. The above strategy can be extended to the case of bounded domains. This
is done in [39], which extends [56].

4. Time reversal and applications.

In the previous section, we have built a solution of the stochastic quantization problem just
assuming the forward energy condition. In [35] and [36], Follmer suggested that duality is
automatically built in, as a consequence of the invariance of relative entropy under time
reversal. We shall explain this point now. Furthermore, the duality equation that we shall
prove has many other nice consequences : a priori regularity for the flow of marginals,
properties of invariant measures, non attainability of the nodal set.

Denote by R the time reversal operator on {2, i.e.

(4.1) R(X) : (t— Xr_ € X)).

Generally, we shall use a bar for every notation concerning the time reversed process. For
instance, P will be the P law of X. The main idea of [35] and [36] is that relative entropy
is preserved under time reversal, i.e.

(4:2) H(Q,P) = H@Q.P).

Hence, if P is good enough, Girsanov transformation theory furnishes a backward drift B
of finite energy. The first point is to describe P.

Time reversal results for non singular diffusions are well known. We shall mainly use
the ones of Hausmann-Pardoux ([42]) and Millet-Nualart-Sanz ([53]). The following is
Theorem 2.3 in [53] (see also Theorem 2.1 in [42]).

Theorem 4.3. Assume that o and b are globally Lipschitz in space, uniformly in time. If,
in addition:

1) Vi>0, P=pw(de)=pz)ds;
ii) div(a(t,z)pi(x)) € L} (dt x dx) where div(ap) is the vector field

loc
O 05(aip))i-t,...as
J
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then, P is on Q= €°([0, T[,R?) a L-diffusion, with

1 _

L(t, .r) = 5 Z Eij(t, 33‘) 818] + Z bi(t, l‘) 0;
ij i

where  a(t,z) = a(T —t,z),

and b(t,x) = —b(T —t,x) + 1 div(a(T —t,x) pr—(x)) pr_i(2)£0-

pr—t()

The global Lipschitz condition can be relaxed into a local one with some extra (intricate)
hypotheses (see [53], Section 3).

Of course, it is useful to know some conditions for (4.3) i) and ii) to hold. These con-
ditions depend on what is assumed for pg. Without any assumption some ellipticity or
hypoellipticity is required.

Proposition 4.4. Assume that one of the following conditions holds:
i) o and b are €%2, with bounded derivatives of first and second order, and a is
uniformly elliptic;
ii) o1,...,04 are %bﬂ’oo ,and ZLie (01, ...,04)(0,2) is uniformly full on supp (uo),
then, (4.3) i) and ii) hold.

Case 1) is contained in [53], and case ii) in [20].
Once pg is assumed to be absolutely continuous, much weaker conditions are allowed.

Proposition 4.5. In addition to the Lipschitz regularity, assume that py = po(z) dx where
po belongs to some weighted L2 space. If one of the following conditions holds:
i) div(a(t,z) po(x)) € L} (dt x dz) and po is stationary;
ii) o and b are €2, with bounded derivatives up to order 2;
iii) a is uniformly elliptic;
then, (4.3) i) and ii) hold.
Case 1) is clear. Cases ii) and iii) are contained in [42]. Actually these authors relax the

regularity on b in case ii) (which can also be obtained by using the diffeomorphism property
of the associated stochastic flow, see e.g. [45]).

We now turn to the singular diffusion.

Let Q be defined as in (3.9), and assume that Q solves the stochastic quantization problem.
Then, we know that:

T
(16) H(QPp) = Ao )+ [ [(Bad)(s.X,) dsn(da),

which is finite, thanks to the finite energy condition (3.10) provided that H (v, po) < +0c.
Since relative entropy is preserved under time reversal, we thus have:

H<@vﬁuo) = H(Qapuo) < 00,
so that Q < P,,. It follows from [44] (12.17) that Q is a A-diffusion, with
A=L+ (aB)
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for some given function 5(s, Xs).

One difficulty is now the following : if P, is not an extremal L-diffusion, we cannot get an

explicit expression for d%%Q. Fortunately, one can again control the energy of the backward
Ko

drift thanks to the following :

Lemma 4.7. Assume H (v, po) < +0o. Then

T _
H(vr, ir) + ;/0 EQ[B, a(s, X,) B, ds < H(Q,P,,) < +oo.

In particular B satisfies the finite energy condition. Equality holds if @uo is an extremal
L-diffusion.

The proof is an easy application of the variational definition of relative entropy in 1.15.
Since Q < Py, ¥4 < ¢, and with assumption (4.3) i), we have:

(4.8) for t €]0, T, vi(dz) = pi(z)dr = v(x) pr(z)dz.

As in [35], we can describe the relationship between 3, 3 and p.

Proposition 4.9. Assume that H(Q,P,,) is finite, and that we are in one of the situations
of Proposition 4.4 or 4.5. Then, for dt almost every t €]0,T], every f and ¢ in €5°(R%),
we have:

—EQ[(Ve.a Vi)t X,)]

= EQ[f(X¢) (L + Lr-v) (8, Xe) + Vio(Xe).alt, Xe) (B(t, Xe) + B(T — t, X4)))],

provided that, for every k € IN and every ¢ €]0,T],

/T/ \M\(t,x) dt vi(dzx) < +o0.
€ lz|<k p

The proof is a straightforward copy of what is done in [35], using Ito formula in both
directions of the time (remember the Nelson’s forward and backward derivatives in section
1), and the finite energy condition to control L norms. Let us say at this point, that Picard
[58] has obtained prior time reversal results in a similar but different framework. For the
case of reflected diffusions in bounded domains see [13] and [57].

Applying 4.9 to a function ¢ € 65° such that ¢(x) = e.x on the support of f, where e is a
fixed element of R?, we thus get the following integration by parts formula:

Corollary 4.10. Under the hypotheses of Proposition 4.9, for every e € R%, we have:
~E%e.a(t, X))V F(X})]

div(ap)
p

= EQ[f(X:) {e-alt, Xi)(B(t, X¢) + BT — t, Xu)) ] + EQ[£(X3) {e. (t, X¢) }].
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Corollary 4.10 is what we call the DUALITY EQUATION. Its statement is similar to the
classical regular case (i.e 4.3) but cannot be deduced from 4.3 due to the lack of regularity

of 3.

Instead of giving proofs (see [22] and [21]), let us explain the relationship and differences
between the duality equation and the Lyons-Zheng decomposition in the symmetric case.

We already mentioned that the strength of Lyons-Zheng decomposition is that it makes
disappear the annoying zero energy (second order) terms in Ito decomposition. In the
symmetric case, we get a pathwise version. In the non stationary case, the duality equa-
tion plays a similar role. Here again, second order terms disappear. But contrary to the
symmetric case, we do no more have a pathwise equation but an averaged equation.

Now,remembering that
Qt = prdx

for all ¢, Corollary 4.10 can be rewritten in terms of p. As usual

JVpdéf V(po)—pVo
in the sense of Schwartz distributions 2’, whenever the right hand side makes sense.

Lemma 4.11. Under the hypotheses of Corollary 4.10, for all t € [0,T], there exists
ne € LS. such that

oVpr = pta{vpft (Bt + BT — )} + pe in D

The above statement can look strange. Indeed if we replace o by a, 4.11 is an immediate
consequence of the duality equation. When a is uniformly elliptic, one should think that
a similar statement holds without a just dividing by a~!. This feeling is not true for two
main reasons : first, B only satisfies o 8 € L?(pdx) (finite energy condition) and 3 alone is
not necessarily in 2’; second products in 2’ have to be used with caution. Do not think
that the first argument can be bypassed by looking at the (time-space) support of p : this
support does not need to be open.

So, what allows to “divide” by o is the finite energy condition, and the proof of 4.11 uses
regularization. n = 0 is the elliptic case, but does not need to vanish when o is degenerate.

We can now state

Theorem 4.12. Assume that the hypotheses of Theorem 3.17 are fulfilled. Assume in
addition that o and its first order derivatives are locally bounded, that H (vy, o) < +00,
and that:

i) either one of the hypotheses of Proposition 4.4 or Proposition 4.5 is satisfied;

ii) or po = podx is a reversible Probability measure of the Markov process (Py) cpa-
Assume in addition that

Vpi

) € L2, (dvy dt).
bt

loc

(o
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Then, dvi(z) = pi(x) dx for every t €]0,T], and
T 2
oVp: € L}, (dx) and / / |0Vppt\ dt dz < +o0,
€ K t

for any compact subset K of R? and any € > 0. Furthermore when p is locally bounded,
then oVp, € L2 (dz).

loc
In cases ii) or i) with the hypotheses of Proposition 4.5, one may take € = 0.

A similar statement can be shown (but is less interesting) when we replace 3.17 by 3.18
(see [22]).

If the statement of the above Theorem is precise, it is a little bit intricate. First, one can
suppress some loc subscripts both in the hypotheses and the conclusions. Next one can
give a condensed “rough” statement : if the hypotheses of Theorem 4.12 are fulfilled then,
roughly speaking

(4.13) oV \/p belongs to L'([0,T],1.?),
or, if one prefers
(4.14) oV log p belongs to L2(dv; dt) .

Of course (4.13) is clearly the analogue of our assumption on 1 in the stationary case.

Finally, since we have a pair of processes in duality (Q,Q), one can obtain a TIME DE-
PENDENT LYONS-ZHENG DECOMPOSITION for smooth f, namely

(4.15)

F6X0) = 0, X0) = 5 (M + 3}, 7))

+3 | (@3 =39 fu. X du

t 1 div(apy,)
—1—/0 (Ouw+ (b— 57) V) flu, Xy) du

where M (resp. M) is a Q (resp. Q) martingale with the ad hoc brackets. Also notice that
we have made the abuse of notation g = (T — ¢, .).

According to (4.14), one can try to apply (4.15) with f = log p. Of course it is immediately
seen that the only annoying term will be the time derivative 9,. Recalling the strategy we
used in the stationary case, such a study will yield indications on the problem of attainability
of the nodes.
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5. Back to Schrodinger equation.

In this section we assume that we have solved the stochastic quantization problem of section
3, and that we may apply the results of the previous section on time reversal. That is, the
flow 14 is given (without reference to anything else) and we assume enough regularity on
the coefficients. Of course, the finite energy condition is assumed to hold.

Let us continue the analysis we did at the end of the preceding section.
Taking the expectation in (4.15), one obtains that p satisfies the so called current equation

o SV a=p+B) ~ V. (p (o TP

(5.1) 5% =3 )

in 2. One cannot divide (5.1) by p, but one can expect that the chain rule furnishes

(formally)
d(logp) 1 1 oVp —

(5.2) = =5 V-(a(=5+5) +§T.a(_5+5)
_v.(b_;W)_?_(b_;W)_

Hence one can control 0; log p provided one controls the right hand side in (5.2). The
second and the third term are well behaved. The fourth one give some trouble since no o
is in, but forget about this and focus and the worse term, the first one

V.(a(=8+B)).

Recall that, in order to obtain the time dependent Lyons-Zheng decomposition, we have
taken the average of the forward and the time reversed Ito formulas. If we take instead,
the difference, we obtain

¢ w(a
(5.3) /0 D" ai; 0:0; + a(B+ B).V + d;p“) V] f (u, X)) du
ij w

=M/ -+ 31,
(5.3) allows to control terms like
V.(aVf).
Hence, if 5 is a GRADIENT one can expect to get nice controls. Remember that in section

1, B was a gradient, but now it is not necessarily so.

At this point let us introduce a LEAST ACTION PRINCIPLE, i.e. MINIMIZATION OF
ENTROPY.

Indeed if p satisfies the Fokker-Planck equation for some 3 of finite energy, it still satisfies
the Fokker-Planck equation for B = 8 + B+ where Bt is any vector field of finite energy
in IL2(dv, dt) such that

/OT /(BL-an)(S,a:) p(s,x)dsdz =0,
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for all smooth f.
Among all possible 5’s, there is one which minimizes the energy, namely (,,:,, which is the
projection of 3 onto the L?(dv; dt) closure of the gradient of smooth functions, that is

(5.4) there exists a sequence of smooth functions h,, such that

lim / /|a (Brin — Vha)| 2(s, ) p(s, ) ds dz = 0.

n—-+o00

The associated Qyy;, then minimizes relative entropy. We refer to [17] and [19] for details.

In the flat smooth case of [55], one can deduce that S, = V h for some IL%OC function h.
This result is known in Analysis as de Rham’s theorem, and can be obtained by using e.g.
Poincaré inequality (other proofs using some lemmata of Peetre and Tartar are well known).
A similar result is not yet known for the weighted Sobolev spaces we are using. Hence we
will have to still work with the sequence h,, and use a limiting procedure. However in the
rest of this section (which is an outline) we will write

Bmin =Vh.
Note that we can use a similar argument to show that
Bmin = VE7

which also follows from the duality equation (thanks to a priori regularity).
Contrary to what Nelson does in [55], we shall not work with Qyn, but only use Bin.
The current equation for the log (5.2) then becomes

I(logp) 1 - oVp

1div(apy), Vp 1 div(apy)
b———m———)— — . (b— - ——).
v(2pu)p(2pu)
Now use (5.3) with f = —h + h. This yields
t .
(5.6) / [Z aij8i8j+a(5+6).V+W.V]( h—i—h) (u, Xy) du
0 - u

ij

= My =N+ M
Combining (4.15), (5.5), (5.6) and the duality equation, we finally obtain,
(5.7)

1 . .
log p(t, Xi) —log p(0, Xo) = o (M + M)~ M)
1 _ —h—h h—nh
+§(Mth h_MT + Myp_y)
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Hence, formally, one can control the Q expectation of

sup |log p(t, X;) — log p(0, Xo)|
t€[0,T]

by the L2 (dv; dt) norm of o Vlog p and the relative entropy H(Q,P).

Of course all the job is to give a rigorous meaning to all this derivation. This job is carried
on in section 6 of [22]. We shall not give precise results here, because their formulation
is quite intricate. Mainly, non attainability of the nodal set is shown when, either P, is
reversible or in the elliptic case.

Not to introduce disturbing technicalities let us come back to the classical flat case of
Brownian motion i.e.

Ly = - A.

Define -
0=—-h+h.
Then the current equation for the log can be rewritten

1 1
(5.8) O logpr = 3 Af; + 5 Viogps . Vb, .

Finally define the wave function

1 .
(5.9) = pZe 2
An easy calculation shows that
) 1
(5.10) Zat¢t:—§A7/)t+V¢ta
where
1 9 1 5 1
(5.11) QV(t, ) = Gtet - Z ‘Vgt‘ + Z \Vlogpt] + 5 Alogpt.

Due to the regularity results, V belongs to H~1((t,z), p(t,z) > 0). This is not satisfactory.
Actually we would like that

Ve LY0,T] x H)
in order to Vi be well defined as an operator.
Of course we have one degree of freedom in the choice of the wave function. Indeed we may
add to 6; any function 1 which depends only on ¢. This will only modify V', adding 0 7.
Choosing

o) = [ ez,
pt>

will minimize the H~! norm of V and is thus the optimal choice.

Though the situation is not fully satisfactory, the derivation above indicates how one can
build the potential V' starting from the statistical observation of a particles system. Indeed
recall the discussion in section 1. Relative entropy is the rate function for the large devi-
ations of the empirical mean of the positions of Brownian particles, and Q,,;, is thus the
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most probable paths-law when one observes the flow of marginals p. Hence as we suggested
as the end of section 1, not only the stochastic quantization problem, but also properties
of the Schrodinger wave function are closely related to the Gibbs conditioning principle.

6. The Large deviations approach.

As we have seen in section 1 and in section 5, Schrodinger equation and stochastic quantiza-
tion are closely related to some Gibbs conditioning principle, hence with LARGE DEVIA-
TIONS. What is more surprising, is that stochastic quantization (i.e. an existence problem)
can be directly solved by using large deviations results. This fact is very unusual, and was
shown for the first time in [18].

But the interpretation in terms of a conditioning principle (assuming the stochastic quanti-
zation problem is solved) of the solution goes back to Fukushima and Takeda [41] in 1984,
for the symmetric (stationary) case. Their result is not written for empirical measures but
for the occupation measure (Donsker-Varadhan functional). The non stationary case for
the occupation measure was further studied by Deuschel-Stroock [31], Roelly-Zessin [63]
and Wu [69].

The empirical measure level (level 2 in large deviations vocabulary) appeared almost si-
multaneously in [36] and in papers by Aebi and Nagasawa (for all concerned with these
works, as well as for previous Nagasawa’s results on the stochastic quantization problem,
we refer to Aebi’s book [1]). Other references are available for Schrédinger bridges due to
Wakolbinger, Dawson, Gorostiza ...

In this section, we shall first explain how the stochastic quantization problem is solved
by a direct and simple Large Deviations argument. The results are contained in [18] for
R diffusion processes, and in [19] for general Markov processes. We shall next derive the
Gibbs conditioning principle, and try to give some refined versions of it.

6.1. Stochastic quantization via Large Deviations. We are still using the notations
and assumptions of section 3, namely (3.7), but in addition we assume that the family P, ,
is Feller continuous, i.e. that the associated semi group maps %; into é;. This is (mainly)
satisfied when the hypotheses of 3.17 are fulfilled. The derivation below can be rigorously
done for general Markov processes, just being cautious with “domains” (see [19]). As we
did before, we shall only give the flavor. In particular domains problems and topological
considerations (which are very important for Large Deviations) will be hidden.

t +— 14 is thus a flow of probability measures satisfying the weak forward equation 3.4 for
some [ of finite energy. It is easy to see that this is equivalent to

01 [ 5@ artn) - [ 100w - / ' [ @+ Dfs.2) (o) ds

/OT/(UB'UVf)(Sax) dvs(z)ds,
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for smooth f. But according to Riesz representation Theorem, (6.1) holds for some 3 (not
necessarily an a priori given one) of finite energy if and only if the mapping

fl—)/foVde /fOxyodx // s+ L) f (s, ) dvs(z) ds

is continuous when the space of smooth functions is equipped with the semi norm

| oV llL2 v ar) -
This continuity property can be expressed in a VARIATIONAL form, namely

(6.2) Jg(l/) < +00
where
(6.3) J3(v) = sup

f
T
{/f(T,:n)uT(d:r)—/f(O,:n)uo(d:U)—/O /(85+L)f(s,:n) dus(;v)ds—% 10V 12y an}-

Looking at J3, we recognize a HAMILTON-JACOBI operator. This operator is connected
to the moment generating function of the P process as follows.
For a continuous bounded function ¢ define

T—t
(6.4) ge(t, x) = E¥eexp / c(t+ s, Xs) ds],
0
and
(6.5) fe(t,z) = log gc(t, ).

Then f. will satisfy the Hamilton-Jacobi equation

1
(6.6) ((95+L)fc+§]UVfc|2+c:0.
Hence, provided
o V. € L*(dv, dt)
one has

(67) fc(T7x)VT(dx)_ fc(0,$)V0(dI)— ! {(8S+L)fc+l|0'Vfc‘2}(S,$) st(x)dS
0 2

_ /0 ' / o(s, ) dvs(x)ds — / log EP* [exp /0 " (s, X,) ds] dvo(z)

e Ji(e,v).

It follows
def

(6.8) J3(v) > JSi(v) = s;l%g) Ji(e,v).

But now, J; looks like a CRAMER TRANSFORM (i.e. a Fenchel-Legendre conjugate
function), and one can easily guess that it corresponds to some Large Deviations rate
function. The only peculiar point is the “desintegration” with respect to vy.
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Indeed consider an infinite collection of independent X; with law PP, such that the empirical

measure
n
1
o 2 O
=1

goes to vy and introduce the EMPIRICAL PROCESS indexed by %,
=Ly [ e xanw
- n — T 0 9 (3 .

An extension of Cramer’s theorem, based on the general result by Dawson and Gértner
[29], shows that X " satisfies a large deviations principle with speed n and rate function
J1(p) if po = vy, +00 otherwise. The Feller assumption is required here.

We have chosen a presentation in terms of empirical process indexed by functions in order
to exhibit the required duality. Of course X " s nothing else than the empirical process
t — Lt we have introduced in (1.14). In particular, it is a (continuous) map of the empirical

measure
1 n
Lo=~ Y éx,
n <
=1

for which large deviations are governed by the RELATIVE ENTROPY thanks to Sanov’s
theorem. Hence using the CONTRACTION PRINCIPLE and goodness of the rate func-
tions one obtains

(6.9) Ji(v) = Jo(w) Cinf {H(Q,Py,), Q = v for all t € [0, 7]} .

But as we already discussed, if J(v) is finite, then to the minimal Q,;, one can associate
some drift of finite energy B.in, and

1
Ts(v) = 5 | 0 Brin 200 ay= H Q@i Pro) = J2(v) .
Thus
Jo(v) = J3(v)
and accordingly, thanks to (6.8) and (6.9)

(610) J1(1/> = JQ(V) = Jg(v) .

What does (6.10) say ? It says that if v satisfies the weak forward equation for some drift
B of finite energy, hence J3(v) is finite, then so does J(v) and consequently one can solve
the stochastic quantization problem for some (possibly different) Sin.

Actually, the fact that B, is a function is not immediate since Girsanov theory only
furnishes an adapted process. But taking appropriate conditional expectations, one can
show that is is a function. See [17] for a (too) intricate proof, and [19] for a much more
simple.

Of course v is a solution of the Fokker-Planck equation for both 8 and [, so that

T
(6.11) / /a(ﬁ—ﬂmm).andZ/tdt:O
0
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for all smooth f, i.e.

B — Bmin € Grad*
where Grad™ is the orthogonal set of the smooth functions for the semi norm || o V f L2 (dv, dt) -
In order to achieve the stochastic quantization for a given §, one can thus use Q,;, as a
reference measure and build Q similarly to what has been done in section 3.1 step.2.

As a byproduct of the whole methodology, one obtains a very nice one to one correspondence
between ENTROPY concepts for probability measures and ENERGY concepts for the
drifts, that is, one can formulate entropy results in terms of some HILBERTIAN L2 norm.

(6.12) i) The minimal drift 5, belongs to the closure of smooth functions for the

| oV £ llL2(dv, v
semi norm.
(6.12) ii) The set of all (markovian) probability measures with marginal laws v; satisfying
H(Q,P,,) < 400, is in one to one correspondence with Grad™*, via

B = /Bmm + ﬁl
in particular stochastic quantization can be solved for all 8 of finite energy.
(6.12) iii) The Csiszar relation

H(@7 Puo) — H(Qmma Puo) + H(Qa @mm)

holds, i.e. Qpy coincides with the Csiszar I-projection (see [27]).

This approach can be successfully used in very general contexts (see section 5 in [19]).
The only restriction is the Feller property, and additional hypotheses have to be made for
checking the condition

o V. € L*(dy dt).
In particular we recover most of the general symmetric case, part of the results for bounded
domains and some results in infinite dimension.

6.2. Gibbs conditioning principle. Let us introduce
(6.13) A, ={Q,Q=u}, AT ={QcA,, HQP,) < +x}.

In section 1 we have seen that the conditional law of X; knowing that the empirical process
t — Lt is close to t — 14 is asymptotically given by the minimizer of relative entropy. But
to this end, one has first to choose some « neighborhood of ¢ — 14. Though it is natural
to take some open ball of radius «, the behavior of the minimizing Q% when « goes to 0 is
not clear.

Follmer proposed an alternative blow up. Actually, imposing Q; = 14 is equivalent to
impose an infinite (countable) number of generalized moment conditions, i.e.

BF,(X,)) = [ Fy(o)du,.

Defining QF as the probability measure that minimizes relative entropy under the first &
moment constraints, one easily see that QF is a Cauchy sequence for the relative entropy
pseudo-distance, hence in variation distance, thanks to Pinsker inequality. Thus it converges
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in variation to Q;,. Furthermore one can explicitly calculate QF by solving a k dimensional
optimization problem, and Q” is thus some Gibbs measure.

This idea was used by Aebi and Nagasawa in order to prove some version of the Gibbs
conditioning principle. Their proof is for Schrodinger bridges but it can be adapted to
Nelson processes.

Let Ty the set of dyadic numbers of level & in [0, 7], and choose some partition of R? into
2% measurable sets Bj’-g in such a way that the partition at level k + 1 is a refinement of the

one at level k. Now define the 27% blow up of 4, as
Al ={Q, |Q(X; € B}) —w(B})| < 27F for all t € T} and all 5} .
Then the following holds
Theorem 6.14. The conditional law
Pk =PS"(X, € ./L, € AF)

satisfies
111?1 lim P* = Quin -

The statement of 6.14, though very interesting for the statistical interpretation, is not yet
fully satisfactory. Actually one should ask for a similar statement with k& = k(n) depending
on n and also for exact bounds on errors. The strategy to get such results is quite clear : it
requires exact bounds for the lower bound in Sanov theorem. We recently obtained these
bounds in a work still in progress.

Also notice that the above approach using moment constraints instead of some open ball is
certainly the good one from a practical point of view. Exact calculations and simulations
can be done.

Let us indicate here that similar minimization of convex functionals under a finite or infinite
number of linear constraints (v — [ f(z)dv; is linear) are studied for a long time in Opti-
mization Theory and Convex Analysis. People like Rockafellar, Borwein, Lewis, Nussbaum
... have obtained relevant results. The papers by Léonard ([46] and [47]) contain results in
this spirit which are particularly well adapted to our topic.

7. Miscellaneous.

7.1. Conclusion. In these lectures we have tried to show that stochastic modeling in quan-
tum mechanics involves a great variety of ideas and exciting mathematical developments.
As we said in the introduction, some new physical counterparts have been obtained during
the last four years. If they are few, they are nevertheless an encouragement for the inter-
ested mathematicians. Nobody can tell today whether an approach or another is the good
one or is condemned. But I really think that the relationship with statistical mechanics de-
scribed in section 6 deserves further study. Anyhow, forgetting about Physics, substantial
mathematical progresses have been made in various directions.

We shall briefly indicate now some connections with other areas and some open problems.
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7.2. Some connections with Statistical Mechanics and other Topics. Connections
with statistical mechanics are immediate in view of section 6. It turns out that the stochastic
quantization problem is also important for other models. For example the work of Quastel
and Varadhan [60] is a requirement for the study of the asymptotic behavior of a tagged
particle in the exclusion process (see [59]). Time reversal using (local) relative entropy
has been studied by Follmer and Walkolbinger in [37] for interacting diffusion processes
on a lattice (also see [54]). Very recently, Fradon and the author (see [15]) have used this
approach to tackle an old problem, namely to show that all stationary measures of such
particle systems are Gibbs.

When studying large deviations, one can replace empirical measures by weighted point
measures. This strategy either called Maximum Entropy on the Mean (MEM) or weighted
bootstrap has yield interesting results in the statistical resolution of some ill posed inverse
problems (associated names are Dacunha-Castelle, Gamboa, Gassiat, Csiszar ...). It is used
in [16] which as we already said, has something to do with bridges. It is also a well behaved
approach for simulation.

7.3. Open problems and recent developments. Infinite dimensional state spaces like
Hilbert spaces, C* algebras, loop spaces are particularly relevant for quantum field theory.
Some interesting results are now known for such state spaces in the symmetric case. Here
again associated names are Albeverio, Rockner, Kondratiev and coauthors. Very few is
known in the non stationary case, except some results due to Nelson and Carlen. Part of
the methods and results of these lectures immediately extend to more general state spaces
(it was mentioned in the course of the lectures). It is an open problem to extend all these
results.

The “fine” study of the paths of Nelson’s processes is also not well understood, as well

as their behavior when the time goes to infinity. Such results should be interesting for
scattering theory.
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