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Abstract

Genetic algorithms are stochastic search methods based on natural
evolution processes. They are defined as a system of particles (or
individuals) evolving randomly and undergoing adaptation in a time
non necessarily homogeneous environment represented by a collection
of fitness functions. The purpose of this work is to study the long time
behavior as well as large population asymptotic of genetic algorithms.
Another side topic is to discuss the applications of genetic algorithms
in numerical function analysis, Feynman-Kac formulae approximations
and in non linear filtering problems. Several variations and refinements
will also be presented including continuous time and branching particle
models with random population size.

Keywords : Genetic algorithms, Branching and Interacting particle
systems, Feynman-Kac formula, non linear Filtering, Numerical func-
tion Optimization.

1 Introduction

In [37] J. H. Holland introduced genetic algorithms as a kind of uni-
versal and global search method based on natural evolution processes.
During the last two decades they have been used as an optimization
tool in a variety of research areas, to name a few: machine learn-
ing [34], control systems [33], electromagnetics [39, 53], economics and
finance [42, 49], aircraft landing [1, 16], topological optimum design
[40] and identification of mechanical inclusions [51, 52].

More recently genetic algorithms have appeared naturally in the study
of Feynman-Kac formulas and non linear filtering problems (the reader
is recommended to consult the survey paper [20] and references therein).



These particle interpretations of Feynman-Kac models has had numer-
ous applications in many nonlinear filtering problems; to name a few,
radar signal processing (28, 30]), Global Positioning System ([6, 7]) as
well as in tracking problems ([41, 45, 46, 35]). Other numerical exper-
iments are also given in [11] and [17].

In contrast to the applications in numerical function analysis genetic
algorithms are not used here to approximate the extrema of a given
numerical function but a flow of conditional distributions. In addi-
tion the genetic structure of the algorithm (such as the mutation and
the selection transitions) is not only designed as an instrumental tool
to mimic natural evolution but it is in fact dictated by the dynamics
structure of the so-called non linear filtering equations.

The main purpose of this article is to introduce the reader to the
asymptotic theory of genetic algorithms. We also explain the use of
these stochastic methods for the numerical solving of non linear filter-
ing problems and in numerical function optimization problems. We
also give a detailed discussion on several variations and refinements
algorithms recently proposed in the literature of non linear estimation
problems.

This work is essentially divided into two main parts devoted respec-
tively to the applications of genetic algorithms for the numerical solv-
ing of the so-called non linear filtering equations and the convergence
of genetic algorithms towards the global minima of a given numerical
function. Our presentation of this material has relied heavily on the
two papers [20] and [21].

In the opening section 2 we introduce the two step mutation-selection
procedure and the time inhomogeneous Markov model of genetic algo-
rithms treated in this work. As announced above this model will then
be regarded as a global stochastic search method for studying the set
of the global minima of a given numerical function or as a stochastic
adaptative grid approximation of a flow of conditional distributions in
non linear filtering settings.

To each of these applications correspond a specific asymptotic anal-
ysis. In section 2 we lay the foundations of the work that follows by
explaining the general methodologies needed to study the large pop-
ulation asymptotic and the long time behavior of the algorithm. In
section 2.1 we give an alternative description of the genetic model
presented in section 2 in terms of an N-interacting particle system ap-
proximating model associated to a measure valued dynamical system.
This formulation enables us to identify the limit of the empirical mea-
sures associated to the genetic algorithm in terms of a Feynman-Kac



formula. The modeling impact of this approach will be illustrated in
non linear filtering in section 3.

Section 2.2 is devoted to the study of the long time behavior of the
genetic model presented in section 2. The idea here is to connect ge-
netic algorithms with the so-called generalized simulated annealing.
We describe a general methodology to conclude that a genetic algo-
rithm converges in probability as time tends to infinity to the set of
global minima of a virtual energy function. We will combine this gen-
eral convergence result with a natural test set approach in section 4 to
prove that the resulting stochastic algorithm converges towards the set
of global minima of the desired fitness function as the time parameter
tends to infinity and when the population size is sufficiently large.

The genetic algorithm presented in section 2 and further developed
in section 3 and section 4 is the crudest of the evolutionary particle
methods. In section 5 we discuss several variations and refinements
arising in the literature about non linear filtering and generalized sim-
ulated annealing.

The final section discusses continuous time genetic algorithms. In con-
trast to the classical Moran-type genetic model commonly used in ge-
netic algorithms literature, our interacting particle system model con-
verges to a deterministic distribution flow. This model has been pro-
posed in [23] for solving continuous time non linear filtering problems.
Several variants based on an auxiliary time discretization procedure
can be found in [11] and [13]. The fundamental difference between the
Moran-type particle scheme and the algorithmss presented in [11, 13].
lies in the fact that in the former competitive interactions occur at
random times. The resulting scheme is therefore a genuine continuous
time particle approximating model.

The interested reader is referred to [20] for a detailed description of
the robust and pathwise filter and for a complete proof of the conver-
gence results in a context more general than we have given. Here we
have chosen to restrict our attention to continuous time Feynman-Kac
formulae. We will also discuss the connections between this scheme
and the generalized and spatially homogeneous Boltzmann models pre-
sented in [36, 44].

We end this paper with a novel branching genetic algorithm in which
the size of the population is not necessarily fixed but random.

Only a selection of existing results is presented here. Deeper informa-
tion should be available in [19, 20, 21].



2 Description of the Models, Statement of
Some Results

The simplest genetic algorithm is a two stages and time in-homogeneous
Markov chain given for each n > 0 by setting

def. Selection ~ (ef. (o -~ Mutation
fng('rlm '75711\])-—>§ni(£na"'7§n)’_’n+1
and taking values in a product space EV where N > 1 and E is an
abstract topological space. The coordinates of points of EV are seen
as positions of N particles and the integer parameter N represents the
size of the population.

e The initial system & = (5(1), &N ) consists of N independent
random particles with a common law 1y on FE.

e In the selection transition the particles En = (:1“ e ,EZLV ) are

chosen randomly and independently in the previous configuration
& = ( A ,57];7) according to a given non necessarily homoge-

neous fitness function
Gn : E— ]R+7

namely

N N i
1P(§n € dzé, :y) - Hl ; % 5,0(da?) (1)

where dz % dz! x -+ x da is an infinitesimal neighborhood of
the point # = (z1,...,2V) € EN, y = (y},... ,yN) € EN and
0, stands for the Dirac measure at a € E.

e The mutation transition is modelled by independent motions of
each particle that is

P <§n+1 € dx ‘En = y) = ﬂ K1 (yP, daP) (2)

p=1

where {K,, ; n > 1} is a collection on Markov transition kernels
from E into itself.

The study of the convergence as n — oo or as N — oo of this algorithm
requires specific developments.

To explain and motivate the organization of our work in the next two
subsections we describe the main ideas involved in the study of these
different asymptotics as well as some of their consequences in the study



of non linear estimation problems.

Before turning to further details it is convenient at this point to give
a couple of remarks.

As we said above, the previous selection-mutation Markov chain is
the crudest of the genetic type methods. They are in fact a number of
ways to construct variations on this model (see for instance [12, 20, 21]
and section 5). In particular the definition of the initial system as N
i.i.d. particles is not really essential. In numerical function analysis
the asymptotic results as n — oo (and fixed N) presented here (see
also [8] and [21]) are valid for any choice of N starting points. In non
linear filtering settings we will be interested in the asymptotic behavior
of the empirical measures of the system as N — oo. In this framework
the initial distribution 1 is not arbitrarily chosen but it represents
the initial law of the state signal. Therefore the initial configuration
of the particle systems will be chosen so that the associated empirical
measure is an N-approximating measure of 7.

Another more general remark is that in filtering problems the choice
of quantities (19, gn, K) is dictated by the problem at hand. In some
situations the initial law 79, the transitions of the state signal K,
and/or the corresponding fitness functions g, are not explicitly known
and/or we cannot simulate random variables exactly according to ng
and/or K,. Therefore we need to introduce additional approximat-
ing quantities (néM), ggM),Kr(lM)), where the parameter M > 1 is a
measure of the quality of the approximation so that in some sense
(n(()M),gy(zM)7Kv(zM)) — (10,9n, Kn) as M — oo. The way the two
asymptotics N — oo and M — oo combine are studied in all details

in [18].

2.1 Large Population Asymptotic

To show one of the central roles played by the selection/mutation tran-
sitions (1) and (2) we start with the study of the asymptotic behavior
of the empirical measures associated to the systems of particles &, and

é‘?’h
def. 1 N def. 1 al
erl. - ef.
m(&n) = N; g, and  m(&) = N;%Lv n=>0

as the number of particles N tends to infinity. It is transparent from
the previous construction that the pair selection/mutation transition



can be summarized, for each each n > 0, as follows

N N ;
9n(y") i
P(pcdelén=y)=]] D =——— Kni1 (v'.da?). (3)
(&nt1 z | ) el Z;\]:l () +1 (y r ) (

In order to obtain a more tractable description of (3) in terms of a
transition which only depends on the empirical measure of the system
m(&,) it is convenient to introduce some additional notations. We
recall that any transition probability kernel K (z,dy) on E generates
two integral operators. One is acting on the set B,(E) of bounded
Borel test functions f : £ — IR endowed with the supremum norm,
defined by

If1l = sup [f(x)]
z€E
and the other on the set M;(E) of probability measures 1 on F
def.
K@) [ K@i 1)

and

WE)(f) L w(Kf) = / w(dz) K (z, dz) £ (2)

If K7 and K are two integral operators on By,(E) we denote by K1 Ko
the composite operator on By (E) defined for any f € B,(E) by

K1 Ko f(z) = /E K1 (z, dy) Ka(y, d2) f(2)

Using these notations (3) can be rewritten as

N N
1
]P(fn+1€dx|§n:y):H Dt1 <N E 5@/7) (dajp% n>0
=1 i=1

where for all n > 0, ®,,11 : M1(E) — M;(FE) is the mapping defined
by

Cp1(n) = V() Knpr with W, (n)(f) = Vf e By(E)

(5)

We note that the one-step mapping @, involves two separate tran-
sitions: The first one n — ¥, (n) is nonlinear and it will be called the
updating step and the second one n +— 1K, 1 will be called the pre-
diction transition with reference to filtering theory.




With this formulation it also becomes quite clear that the flow of em-
pirical measures {m(&,) ; n > 0} converge in some sense as N — to
the solution {7, ; n > 0} of the following measure valued process

N = Oy (777171) ) n>1 (6)

Intuitively speaking if m(&,—1) is close to the desired distribution 7,1
then one expect that ®,,(m(&,—1)) is a nice approximating measure for
Nn. Therefore at the next step the particle system &, = (£1,... &)
looks like a sequence of independent random variables with common

law 7,, and therefore m(&,) is close to the desired distribution ;...

As a parenthesis and along the same ideas we can associate to any
abstract measure valued process (6) an N-interacting particle approx-
imating model as in (4). In other words the previous algorithm is
a particular example of particle approximating model and the mu-
tation/selection transitions are dictated by the form of the limiting
measure valued dynamical system (6).

In our situation, the preceding scheme is clearly a system of inter-
acting particles undergoing adaptation in a time non-homogeneous en-
vironment represented by the fitness functions {g,; n > 0} and the
selection/mutation transitions are dictated by the nature of the two
step mappings {®,, ; n > 1}. Roughly speaking the natural idea is to
approximate the two step transitions

Updating __ gef Prediction .
n N = Yn(n) ——— M = T Kni1, nz>0

of the system (6) by a two step Markov chain taking values in the set of
finitely discrete probability measures with atoms of size some integer
multiple of 1/N. Namely, for each n > 0,

def. 1 N Selection def. 1 N Mutation 1 N
N def. 1 _ 100 vy def. 1 - on N L _
M = N E 55; — h = N E 551; 7 Mht1 = N E 55;“-
=1 1=1 =1
(7)

These constructions first appeared in [26] and [27] and they were devel-
oped in [24]. In [20] the authors present an exposé of the mathematical
theory that it is useful in analyzing the convergence of such particle
approximating models including law of large numbers, large deviations
principles, fluctuations and empirical process theory as well as semi-
group techniques and limit theorems for processes. In section 3 we
briefly indicate some of the main directions explored in this recent re-
search and we will introduce the reader to some mathematical tools
upon which the theory dwells.



Anticipating on section 3.1 we also mention that the measure valued
dynamical system (6) can be explicitly solved. More precisely if

X ={X,;n>0}

denotes a time in-homogeneous Markov chain with transition proba-
bility kernels {K,, ; n > 1} and initial distribution o and if ~,(f),
f € By(E), represents the Feynman-Kac formula

lf) = E ( i) I1 gk<Xk>>
k=0

(with the convention [, = 1) then the distribution flow {n,; n > 0}
defined for any n > 0 and for any test function f € By(E) as the ratio

'Yn(f)
’Vn(l)

is solution of the measure valued dynamical system (6). In fact, as
we shall see in the further development of section 3 the classical non
linear filtering problem can be summarized as to find distributions of
the form (8). In this framework the probability kernels {K, ; n > 1}
represent the transitions of the signal process and the fitness functions
{gn ; n > 0} depend on the observation data and on the density of the
noise source.

m(f) = (8)

2.2 Large Time Behavior

Our next objective is to initiate the study of the long time behavior of
the genetic type algorithms. In contrast to the situation presented in
section 2.1 the size N of the particle systems is fixed and the genetic
model is thought as a global search procedure for studying the set U*
of global minima of a given numerical function U : E — R4 and the
state space F is assumed to be finite, namely

Ur {:EEE; U(:E):mbinU}

To clarify the notations we shall use the following notations

N
Q(l) (z,dy) = H n(2?, dy?)

p=1

and



Thus £ = {&, ; n > 0} is a time in-homogeneous Markov chain with
transition probability kernel

Qn == lel lel)

and E = {En ; n > 0} is a time in-homogeneous Markov chain with
transition probability kernel

9, =0o? (9)

In time homogeneous settings (that is if K,, = K and g, = g) the gen-
eral theory of time homogeneous Markov chains can be used to study
the long time behavior of these two chains but to our knowledge the
stochastic stability results which can be stated are not really useful to
calibrate the convergence of genetic algorithms to the desired extrema
of a given numerical function.

One of the apparent difficulty in establishing a useful convergence re-
sult as n — oo is finding a candidate invariant measure which enable
us to describe some interesting aspects of the limiting behavior of the
algorithm.

The key idea is to introduce an inverse cooling schedule parameter
0 : Ry — Ry with lim; B(t) = 0o so that to reduce the analysis
to the study of a generalized simulated annealing. This idea has been
initiated in [8, 9, 10] and it has been simplified and further extended
in [21].
As the time parameter is growing the arbitrary exploration of the path
space by the particles during the mutation step will progressively dis-
appear. The precise choice of the mutation transitions K, in terms of
the parameter 3(n) will be given in section 4.1. We already mention
that in the selection transitions the fitness functions g, will take the
form

gn(x) = e AmU@) n>1

and, as the time is growing, the randomness in the selection will also
tend to disappear so that the particles with below pick fitness will pro-
gressively not be selected.

The purpose of this paper is to present some theoretical background
needed to analyze the convergence of the algorithm. The results pre-
sented here will be restricted to the transition probability kernel (9)
and they can be found with complete proof in [21].

In this opening section we describe the basic but general idea which is
in fact quite simple. This methodology will be used in several part of
this paper. It is also quite general and it can be used in other contexts.



We have tried to present easily verifiable conditions and results at a
relevant level of generality. Our claim that this description of the muta-
tion and selection transitions is the natural framework for formulating
and studying the long time behavior of genetic algorithms in numerical
function analysis will be amply justified by the results that will follows.

We provide no examples in this short section, this choice is delib-
erate. In section 4 we will show how to obtain the transitions Q(ﬁl) and
Q(BQ) in terms of the mutation kernels and the fitness functions. We
will also use this framework in section 5 for studying a related genetic
algorithm in which the mutation and the selection stage take place
randomly at each time step. We also believe that it is possible to use
this formulation to analyze the convergence of the branching genetic
type variants presented in section 5.

To commence to formalize this we first chose the mutation/selection
transitions lel) and QSIQ) as governed by ((n), that is

oY =Qy  and QP =Qg, (10)
and so that for any 8 > 0, Q(ﬁl) and Q(ﬁl) take the form

— MW
Q5 (@,y) = g (w,y) e PV W)

and ) ) @
Q5 (@,y) = ¢ (@) e PV W)

for some numerical functions qél), qg) :EN x EN — Ry and VD,

V@ EN x BN R, (Ry € R, U{+o00}).

It is then straightforward to check that the transition probability ker-
nels

- def.
Qs(z.y) = QY QY (x,y)
take the form
Qa(z,y) =Y Gola,v,y) e PV 0w (11)
veEY

with V = EV and

Ga(z,v,y) = ¢5 (2,0)q5 (v,7)

and R
V(z,v,y) =V (z,0) + VP (0,y)

10



This kind of mathematical models naturally arise when studying the
long time behavior of stochastic algorithms such as the generalized
simulated annealing. The parameter [ in (10) will be regarded as the
inverse freezing schedule in classical simulated annealing and it will be
used to control the random perturbations of the stochastic algorithm.
When 8 — oo the random perturbations will progressively disappear
and the two different cost functions V() and V) will be regarded
respectively as the mutation and selection costs to communicate from
a population to another.

The objective is to prove that the law of a well chosen time in-
homogeneous genetic particle scheme concentrates as times tends to
infinity to the set U* of global minima of a desired numerical function
U: E — R;. In order to prove this asymptotic result we need to
characterize more explicitly the long time behavior of the algorithm in
terms of the communication cost functions V) and V),

As traditionally, under some nice conditions, the first step consists

in proving that the algorithm converges to the set of the global minima
W* of a virtual energy function W : EN — R, defined explicitly in
terms of the communication cost functions V) and V2,
The second subtle step will be to find conditions on the population size
which ensures that W* is contained into the subset U* x ... x U*(C
EN). We will settle this question in section 4 and 5 by using a natural
test set approach.

Under appropriate continuity and irreductibility conditions the first
step can be solved using quite general results on the generalized sim-
ulated annealing. Anticipating on section 5.1 we also notice that the
transition probability kernel Qg defined by

Q=mQy +a2Qf ai+az=1 (a,a2€(0,1) (12)
can be written as in (11) with V = {1, 2}.

The precise continuity and irreductibility condition needed to handle
to the first step are summarized in the following assumption.

(H) The transition probability kernels @ﬁ take the form

@5(xay) = Z as(z,v,y) e B V(z,v,y)
veY

where V is a finite set and there exists a non negative function

G:EN x Yy xEN — R,

11



so that
e For any =,y € EN and v € V and 3 > 0 we have

lim gg(x,v,2) = qx,v, 2
Ghm gp(w,v,2) = q(x, v, 2)

and
gp(z,v,2) >0 <= q(z,v,2) >0

e For every ¢(z,v,z) > 0 and for some 5y > 0

sup |

g>p, AP

dlog qs

(2,v,2)] < +o00

e For any z,y € E” there exists a integer » > 1 and sequence
of elements (px,vk)o<k<r in EY x V such that

po =1 and  q(pr, vk, Pry1) >0 VO<k<r and p,=y

It is transparent from these conditions that we have some suitable
function €(8) — 0, as § — 400, such that

1-eB) Qa(z,y) < Qpla,y) < L+eB) Qplz,y)  (13)

where

Qswy)= Y Gla,vy) e V@)
veV(z,y)
and
V(z,y)={veV : qx,v,y) >0}

But, if we write

V(x, = min  V Z,0,
(z,y) Joiin (z,v,y)
gz,y) = > Gy
vEV*(z,y)

Vi(z,y) = {veV(ry) : Viz,vy) =V(z,y)}
then we also have that
Qﬁ(xay)
- Y g e

vEV*(z,y) .
+ e BV () Z Q(@,v,y) e PV @vn)=Viey)

veV(z,y)—V*(z,y)

= q(x,y) e VoY)
+ e BV(zy) 3 iz, v,y) e PV @un=V(@y)
veV(z,y)—V*(z,y)

12



Note that condition (H) implies that ¢ is irreducible. Furthermore, if
we write,

I = {(x,y) € B : V(x,y) # 0}
J = {(z,v,y) e ENxVxEN : (z,y) €l veVix,y)}

and

hio= min Yo dlwvy)/aey)
S eV ey —Vr(a,y)

~

h - min V z,v, - V xZ,
’ CRENE v¢V*<z,y>( (z,v,y) (z,y))

using (13) we get the system of inequalities
(1—e(8) alz,y) eV < Qpla,y)
and
Qplz.y) < (L+e(B) (L+hye ) qla,y) e VO (14)

As a parenthesis if we choose ¢(z,y) > 0, after some elementary com-
putations, then we find that

dlog Qs(x,y)
ag

dlog q, PN
< sup [TBB(p )+ sup V(z,v,y)
veEV(2,Y) dﬁ veV(z,y)

The inequality (14) shows that the transition probability kernels

{Qp; B>0}

are of the general form of generalized simulated annealing models stud-
ied in [54] and [21].

In [54] the author studies the asymptotic behavior of such chain using
large deviation techniques and in [21] the authors propose an alterna-
tive approach based on semi-group techniques. Both approaches give
a precise study of the convergence of the time-inhomogeneous Markov
process controlled by a suitably chosen cooling schedule and associated
to the family of Markov transitions Qg of the form (11) when V is an
auxiliary finite set.

The first method in [54] is developed for discrete time models whereas
the convergence analysis in [21] is centered around continuous time
models. There is a vast literature on discrete time simulated anneal-
ing (see for instance [54] and references therein). For this reason we
have chosen to give a more detailed description of the second approach.

13



It is now convenient to introduce some additional notations. In dis-
crete time or continuous time settings the asymptotic behavior of the
desired time-inhomogeneous Markov processes will be strongly related
to the virtual energy function W : EV — R defined as follows

W(z) = ggg&) Z V(y,z) - ﬁ?zvgé?f&/) Z V(y,z) (15)
(y—=z)€g (y—=z)€g

where G(z) is the set of z-graphs over EV (we recall that an z-graph

is an oriented tree over the vertice set EV such that for any = # y

there exists a unique path in the z-graph leading from x to y. See also

[5] or [32] for more details), and V : EN x EN — R, is the virtual

communication cost function given by

V(z,y) = min{V(z,v,y); v €V §lz,v,y) > 0}
We will also use the notation

*={zxec BN . W(x) :mbinW}

As announced the first approach presented in [54] gives a complete
answer for the convergence in discrete time settings and in the time-
inhomogeneous case when the parameter §(n) is an increasing function
of the time parameter n. With some obvious abusive notations let us
denote by {&, ; n > 0} the discrete time and time-inhomogeneous
Markov chain starting at some point z € EN _and associated to the
collection of time-inhomogeneous transitions {Qg,) ; n > 1}.

Theorem 2.1 ([54]) There exists a constant Cy (which can be ex-
plicitly described in terms of V') such that if 3(n) takes the parametric
form B(n) = & logn for sufficiently large n and C > Cq then

lim P (En e W*) -1

n—oo
The semi-group approach presented in [21] is based on log-Sobolev
inequalities and on the notion of relative entropy. We recall that the

relative entropy Ent,(u) of a measure p with respect to a measure 7
(charging all the points) is defined by

Ente (1) = 3 pu(a) log (u(x)/x())

In contrast to the latter the former approach is based entirely on con-
siderations of the time continuous semi-group associated to the Markov
kernels Qg, 3 > 0. Namely define, for f: EVN — R

Lo(f)(z) = Y (f(w) — f(@) Qa(z,y)

yeEN

14



Instead of the discrete time model introduced above we are now con-
cerned with the continuous time Markov process defined as follows.
For a probability measure p on FE, an inverse-freezing schedule 3 €
C1(R,,R;) we slight abuse notations and we write {¢; ; t € R} the
canonical process associated to the family of generators

(Loe)iz0 = (Qaey — Dizo

and whose initial condition is ug = p. We also write u(t) the distribu-
tion of Et

Before we turn to the long time behavior of & we first give a more
tractable description of this process. Let A = {A; ; k£ > 0} be inde-
pendent and exponentlall)y distributed random variables with param-
eter 1 and, given A, let { = {Cn ; n > 0} be a time inhomogeneous
Markov chain on EN with initial distribution x4 and time inhomoge-
neous transition probability kernels

’\ def.
K, = Qperyys n>1

where

Tn d;f'z Ak, 77,20
k=0

Then R
g = Co 0<t<Ty
T G T, 1 <t<T,

defines a time in-homogeneous Markov process & = {a ; t € Ry} with
initial law p and infinitesimal generators {Lgq) ; t € Ry }.

Whenever £ is time homogeneous (i.e. B(t) = B) it is well known that
Lg has a unique invariant probability measure 73 so that

VfeBW(EY)  ms(Ls(f) =0

and mg charges all the points. Asymptotically the behavior of the
invariant measure mg as 3 — oo depends principally on the virtual
energy function W defined in (15). To be more precise we recall that
mg can be written as follows

Wg(m):Rﬁi(xA) where ﬁg(m): Z H @g(y,z)

> .epv Rp(z geG(z) (y—z)€g

Now, from the inequality (14) one concludes that

e1(B) Rp(z) < Rs(x) < ea(B) Ra(x)

15



where ¢;(0), i = 1,2, are some functions such that

lim e(8) =1, i=1,2

ﬁHOO

and

Ra@) = 3 T atw) eV

geG(z) (y—=z)€g

This can also be rewritten in the form

with

a9)= [I alw2) and Vig)= > V(y,2)

(y—=z)eg (y—=2)€g

Therefore we clearly have the estimate

1 1 1
lim ——1lo z) = lim ——=logRg(x)— lim ——1lo Rj(z
Jim —Glogmy(e) = fim —5log Ay(e) = Jim —5 105 3 ol

= min V — min min V
geG(x) (g) 2€EN geG(z) (g)

= W)

Due to this estimate, for each 8 > 0, if {Eg,t ; t > 0} denotes the time
homogeneous Markov process associated to Lg then we have that

lim lim P (£, € W*) =1

B—00 t—00

In the time-inhomogeneous situation the convergence of the algorithm
to W™ is guaranteed by the following result.

Theorem 2.2 ([21]) Let {@3 ; 8 > 0} be a collection of general
Markov kernels of the form

Qﬁ(ma y) = Z Z]\ﬁ(ﬂf,'{)’y) e*ﬁv(mm,y)
vey

where V is a given finite set, V:ENxVxEN - R+ and g3 :
EN xU x EN — Ry, B € Ry, is a family of functions satisfying
condition (H).

There exist a constant Cy (which can be explicitly described in terms
of V') such that if B(t) takes the parametric form B(t) = %logt for
sufficiently large t and C > Cy then

lim Entr,, (u(t) =0 and  Jim P (& e W) =1
t—o00 t—o00
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This theorem is quite general and it will be used to study the con-
vergence of genetic algorithm when the corresponding transitions have
the form (11) or (12). It is also powerful enough to allow one to treat
the classical simulated annealing algorithm. In this situation N =1
and (g takes the form

-~

Qp(z,y) = qlz,y) e PV

with
V(z,y) = max (U(y) — U(z),0)

for x # y, where ¢ is an irreducible transition probability kernel on E
and U : E — IRy. In the special case where ¢ is symmetric (that is
q(z,y) = q(y,x)) it is also well known that the corresponding virtual
energy function W = U and the previous theorem implies that con-
verges to the desired subset of the global minima U*. For genetic type
algorithms the virtual energy function depends on the function U in
a more subtle way and we need to work harder to check that W* is
contained into the desired subset of global minima.

The results developed here are in fact a particular form of those
in [21] which also apply to study the convergence of generalized simu-
lated annealing with random and time inhomogeneous communication
cost functions. Although this subject is tangential to the main object
of this article let us discuss how these results may be useful in solving
mean cost optimization problems.

In some practical problems the object is to find the global minima of
a function U : E — R4 defined by

Ule) = BWU(z,2)) = [ Ulaw,z) vid:)
F

where Z is a random variable taking values in a finite set F' with
distribution v and 4 : E x F' — IR4. The essential problem is to
compute at each time step the mean cost function U and the huge
size of the set F' often precludes the use of the previous stochastic
algorithms.
To solve this problem an additional level of approximation is needed.
The natural idea proposed in [21] consists in replacing at each moment
of time in the description of the stochastic algorithm the function U
by the time inhomogeneous and random function
tA

def. 1

U(z) = =, Uz, Zs) ds

where A > 0 and {Z; ; t > 0} is a given time homogeneous Markov
process associated to the generator G = K—Id where K is an irreducible
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transition probability kernel on E with invariant measure v. A full
discussion of the convergence of the resulting stochastic algorithm to
the desired subset U™ is outside the scope of this work, the interested
reader is referred to [21].

3 Feynman-Kac and Non Linear Filtering
Models

3.1 Description of the Models

The nonlinear filtering problem consists in computing the conditional
distribution of internal states in dynamical systems, when partial ob-
servations are made and random perturbations are present in the dy-
namics as well as in the sensors. In discrete time settings the state
signal X = {X,, ; n > 0} is a discrete time Markov chain taking
values in a Polish space E (i.e. a complete separable metric space)
with transition probabilities {K,, ; n > 1} and initial distribution 7.
The observation sequence Y = {Y,, ; n > 0} are R?-valued random
variables and take the form

where the V,, are independent and g-dimensional variables, indepen-
dent of X and with a law having a known density, and H,, is a mea-
surable function from F x R? into R?. For any x € E we assume that
the variable Y,, = H,(x,V,,) admits a positive density y — ¢, (z,y)
and the function ¢,, is bounded. To clarify the notations we fix the
observations Y,, = y,, n > 0 and we write

def.
9n(2) = onlz,yn)

For somewhat technical reasons we will assume that H, and ¢, and
the observation sequence {y, ; n > 0} are chosen so that g, is a pos-
itive and bounded function on E. These assumptions can be relaxed
considerably, a more complete and general set of assumptions is for-
mulated in [17] and [18].

Given the stochastic nature of the pair signal/observation process the
nonlinear filtering problem consists in computing recursively in time
the one step predictor conditional probabilities 7, and the filter con-
ditional distributions 7,, given for any bounded Borel test function f

nn(f) = ]E(f(Xn)|YO =Y0,--- 7Yn71 = ynfl)
ﬁn(f) = ]E(f(Xn)lyo =Y0,- .- aYn—l :yn—laYn :yn)
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As usually the n-step filter 7, is written in terms of 7, as
N 1 (f gn)
(f) (1) (f) @) (16)

and the n-step predictor is defined in terms of the Feynman-Kac type
formula

mlf) = WM.%WE<K&)HgWQO (17)
k=0

with the convention [, = 1. By (16), the n-step filter 7,, may also be
expressed as the ration

n(f) = 2 (18)
with

k=0

It is also not difficult to check that 7, and 7,, are connected by

Tn = anflKn; n > 1 (19)
It then follows from the relations (16) and (19) that for any n > 1
M = ®p (nnfl) , (20)

with

Dy (1) = Vp1(n) K.
Another interest feature of the genetic algorithm defined by (3) is that
it can be used to approximate the Feynman-Kac formulas +,(f) and
n (f) defined in (17) and (18). One of the best ways for introducing the
corresponding particle approximating models is through the following
observation. By definition it is easy to establish that for any n > 0

B Yn(gn) _ Yng1(1)
Thn(gn) = '771(1) B 'Yn(l)

This yields that
n—1 n—1
(1) = H Mp(9p) and () =1 (f) H My (9p)
p=0 p=0

with the usual convention [[, = 1. Taking into consideration these
relations we define a natural N-approximating measure ;¥ for v, by
setting

MO =¥  ad AN =a¥HANQ) @)
p=0
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In view of (7) and using the same line of ideas we can defined the cor-
responding N-approximating measures of 7, and 7,,. We have chosen
here to restrict our attention to the distributions ~,, and 7,.

3.2 Asymptotic Behavior

One of the simplest way for studying the asymptotic behavior as N —
oo of the genetic algorithm presented in section 2 is through the anal-
ysis of the un-normalized distributions {7, ; n > 0}. This approach
has been initiated in [26] and it has been further developed in [19]
and [20]. Here we follow line by line the synthetic presentation given
in [19]. This approach is based on the observation that the dynamics
structure of the latter is linear and one might expect that the analysis
of the corresponding approximating measures will be simplified. In
view of (17) and (18) we have that

VO <p<n, Yn = Yp Lpn, (Yo =10) (22)

where {L,, ; 0 < p < n} is the time inhomogeneous semi-group

defined by the relations

Lp,n = Lp+1Lp+2 e Ln Wlth Ln(f) = gn—l Kn(f)

and the convention L, , = Id. Using these notations one can also
check that the one step mappings ®,, can be rewritten as

U(Ln(f))
n(Ln(1))

for any n € My(F) and f € By(F). Using these notations we notice
that for any n > 0 and f € By(E) the stochastic process

®n(n)(f) =

{MN(f); 0<qg<n}
defined as

Mév(f) =’ ’)’ (Lq,nf) - PYq(qunf)

I
MQ »QZ

(’Y;J;V(Lp,nf) - ’Y;J,V—1 (Lpr,nf))

=
Il
=]

[
M=

'Y;])V(l) (77;])\[ (Lp,nf) - cI)p (77;\11) (Lp,nf)) , (23)

i~
I
o

with the convention ®q (nivl) = 19, is a martingale with respect to the
natural filtration FV = {FN ; n > 0} associated with the N-particle
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system {&, ; n > 0} and its angle bracket is given by

MY (e = 1 52 GYO) 20 0) ((Epnf — (0 L))
. (24)

One concludes easily that 72 is an approximating measure of -, with-
out any bias, that is for any bounded Borel test function f

E (v (f)) = (/) (25)
and
E (N () - m)?)
- %I;O ]E ((’ylév(]‘))2 q)P(nzj)v—l) ( (Lp,nf - (I);D(nzj)v—l)Lp,nf)2))
(26)

Under our assumptions it is also clear that there exist some finite
constants C'(n) < oo such that

v:_Cn)
<2 Il

Exponential bounds can also be obtained using the decomposition (23).
For instance, by definition of n}¥, Hoeffding’s inequality implies that
for each 0 < p <n and for any € > 0

E (N () = m())

_N__ 2
P (|77;];V(Lp,nf) -9, (7711;\[—1) (Lp,nf)| > € ‘777];[—1) <2e B lEpnsl?

(From which one concludes that

"o N__ &2
P ( sup |771],V(Lp7nf) -, (77;\771) (mef)‘ > e) <2 Z e B TLpnil2
0<p<n p=0
Since the fitness functions are assumed to be bounded this exponential
bound implies that there exists some finite constants C1(n) and Cz(n)
such that for any bounded Borel function f, || f|| < 1 and for every
e > 0 we have that
Ne?

P (021;271 |’Y;])V(Lp,nf) - ’Yp(prnf)‘ > 6) < Ci(n) exp 702(71)

We now give a brief indication of how these results can be used to
obtain useful estimates for the N-approximating measures Y and 72 .
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;From the previous displayed exponential rate one can also prove that
there exists some finite constants C1(n), Ca(n) such that for any € > 0
and for any bounded Borel test function f, ||f| <1

Ne?

P ([0 () = ()] > €) = Cun) exp— o

(27)

Precise estimates of these exponential rates are studied in [24] using
large deviations techniques. The previous exponential rates also imply
IL? mean errors
Y C(p,n)
N p )
21 B( ) -mF) <=

for some constant C(p,n) < oo which only depends on the parameters
p and n. With some little work one can use (25) and (26) to prove
that there exists some finite constants C'(n) such that for any bounded
Borel function f such that ||f|| <1

E (7 () = ma(f)] < % (28)

Taking into consideration this inequality, by the exchangeability of the
particles and the definition of the total variation distance of probability
measures one can check that for each 1 <¢ < N

I£ow(ed) — < S (29)

The precise magnitude of variability of these mean errors is given by
central limit theorems. A full discussion on these fluctuations would
be too great digression here but as the form of the angle bracket (24)
indicates one can prove that the sequence of random fields

UN() L VN (N () =), feByE)

converges in law as N — oo to a centered Gaussian field

{Un(f) 5 f € Buo(E)}
satisfying

n

I (U"(f)Q) = Z (’Yp(l))Q p ( (Lpnf — anp,nf)2>

p=0

for any f € By(E) (in the sense of convergence of finite dimensional
distributions). The previous fluctuations imply that the sequence of
random fields

WYX S VN N () —na(f), [ eBE)
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converges in law as N — oo to the centered Gaussian field

defo g (L
Wal) L U (i (= mf)). £ € Bu(E)

We conclude this section with some comments on the long time be-
havior of the N-interacting particle system approximating models. If
the measure valued dynamical system (20) is sufficiently stable in the
sense that it forgets any erroneous initial condition, then one can prove
uniform convergence results with respect to the time parameter (see
for instance [20, 22] and [25] and references therein). For instance, with
some suitable stability properties for the Markov kernels {K,, ; n > 1}
one can find some coefficient « € (0,1/2) such that for any bounded
Borel test function f, ||f|| < 1,

1/p < c(p)

w21 swB (Y () - m(n)) " < S

n>0

for some constant ¢(p) < oo which only depends on the parameter p.
This uniform convergence result with respect to the time parameter
leads us to hope that maybe we can construct an asymptotic method
to study the convergence of genetic algorithms in numerical function
optimization in a more general settings than the one treated in sec-
tion 2.2 and in the next section.
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4 Numerical Function Analysis

4.1 Description of the Models

The objective of this section is to formulate more precisely the mu-
tation and selection transitions (10) so that the resulting empirical
measures of the genetic algorithm presented in section 2.2 will con-
centrate in probability, as the time parameter tends to infinity, on the
set U™ of the global minima of a given numerical function U : £ — R..

As in section 2.2 we assume that E is a finite state space and
6 :IN — IR+

is a inverse cooling schedule. Let a : E x E — R4 be a numerical
function which induces an equivalence relation on E defined by

x~y <= alz,y) =0
This leads us naturally to consider the partition

Sl,... 7Sn(a)a n(a) > ]-a

induced by ~.
If x is a typical element of E then the equivalence class of x will be
denoted by S(x)

S(x)={yeFE : z~y}

We further require that
a(z,y) =0 = U(z) = U(y)

A trivial example of equivalence relation satisfying this condition is
given by the following function a

alz,y) =ao (1 —1,(y)), ap >0

In this case we clearly have a(z,y) = 0 <= x =y.
The mutation kernels K,, and the fitness functions g,, are related to

B(n) as
(@) = e POV and K (a,y) = ks (@,9)
with for any 3 > 0

ks, y) k(z,y) e Paol@y) if a(z,y)>0
x’ = —pPpalx,z .
ey \S(l;c)\ (1 - Zzgs(g@) k(z,z) e Ba(, )) otherwise
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where k : E x E — R4 is an irreductible Markov kernel, that is for

any x € F
> k(zy) =1
yeE
and for any (x,y) € F X E there exists a sequence xg,x1,...,z, € E,
r > 1 such that
Ty = T, k(zk,zp41) >0 MO<k<r), T, =1y

We now describe a general construction which allows us to find the
asymptotics of the desired transition kernels

=~ def. 2
Q= Qyey (30)
where
N
1
QY (x.y) =[] ksla®v?)
p=1
and NN v
B U
Q(g)( y) = H Z =~ L)
p=1 i=1 Zj:l e~ AUE)

It can be directly checked that

QY (z,y)

= (Hp :a(xP,yP)= kﬁ (Ip’ yp)>
— N P P
X (Hp:a(xp,yp)>0 k’(xp,yp)) e B Lp=ra@®y")

=03 (@) WDy ePVIEw

with

0 (wy) = I ksa”y?)IS@)]
p:a(zP,yP)=0

¢ (z,y) I k@r.y) IT 15!
p:a(zP,y?)>0 p:a(xP,yP)=0

and

N
V(l) (x,y) Za
p=1

We also notice that



To describe the asymptotic of Q(BQ) as 0 — oo we need to recall some
terminology introduced in [8]. We will use the superscript f* to denote
the set of global minima of a given numerical function f : £ — R on a
given finite state space £ so that

e {aees f@)=mins}

The cardinality of a finite set £ will be denoted by |€] and if x and y
belongs to EV and z € E we write

r(z)=H{p : 1<p< N, xp =z}
and

z={p: 1§p§N,U(xp):[7(I)} and U(z) = min U(zp)

1<p<N

A similar discussion to that above leads to the decomposition

Q(Q)( ) ﬂ Z e—BUE"
gy = = ST
p=1 i:x;=y, Zj:l e~ B U7)
e
pot P B g o (000
PR
= 0P,y ¢D(ay) ePVIEW (31)
with
0P () = [+ e (VE)-TE)-N
JjE€z
S 2(yp) N R
Q(2)(£C,y) = H |§T and V(Q)(may):Z<U(yp)fU(x))
p=1 =1

As before we also notice that

922)(:0,34) — 1 as B8 — o0
If we combine (4.1) and (31) one concludes that the transition (30) has
the same form as in (11), namely

~ ~

Qﬁ(xaz) = Z Zz\ﬁ(xayaz) e*ﬁV(z,y,z)

yeEN
with
(/I\ﬁ(mayaz) = Zz\(xayaz) eﬁ(l',y,Z), V(x,y,z) = V(l)(may) + V(Q)(yaz)
Op(r,y.2) = 09 (x.y) 09 (v.2), Qw.y.2) = qV(y) Py, 2)
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Using the fact that ¢(*) is irreducible, q(2)(:c, x) > 0 and using the form

of Hél), 9%2) one can also check that the assumption (H) introduced on
page 11 is satisfied and therefore theorem 2.2 applies to our situation
with

1% V(y,z) — mi Viy,z) (32
@ =y D Vo) mip i, 3, Vies) 62

and
V(z,z) = min {V(”(x, y) + VO (y,2) 5 ¢V, 9)¢P(y,2) > 0} (33)

Furthermore we proved in [21] that there exists a critical population
size N(a,U) depending on the function U and on the equivalence re-
lation a such that

N>N(a,U) = W*cUNA

where et
A= {zc s~z V1<i4,j <N}

and . R
U < {xc EN : U2) :mbinU}

4.2 A Test Set Method

To be more precise about this critical population size we need to in-
vestigate more closely the properties of the virtual energy function W.
We now describe a natural test set approach to study the set its global
minima. This approach is based on the following concept of A-stability

Definition 4.1 Let A be a non negative real number.
A subset H C EVN is called \-stable with respect to a communication
cost function V' when the following conditions are satisfied:

1. Ve HVy¢ H V(z,y) > A
2.Vx¢ H Jye H V(z,y) <A

The importance of the notion of A-stability resides in the following
result which extends lemma 4.1 of Freidlin-Wentzell [32].

Proposition 4.2 ([21])
Let X\ be a non negative real number and H C EN. Any \-stable subset
H with respect to V' contains W*

One remark is that the subset A is 0-stable with respect to the com-
munication cost function V' defined in (33). From this observation one

concludes that the canonical process {Et ; t > 0} associated to the
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family of generators {Lg, = @ﬁt — Id; t > 0}, converges as t — oo in
probability to the set A and

min W(z) = min W(z) =0 (34)

T€EA zeEN

Using classical arguments (34) implies that for any x € A
W(z) = Wa(z)
4 min Z Va(y,z) — min  min Z Val(y, z
z)€

geGA(a:) /€A geGa(a’)
g (y—z)eg

where G'a () is the set of x-graphs over A (here the starting and end
points of the z-graphs are in A) and Va : A X A — R is the taboo
communication cost function defined by setting for any z,y € A

VA(Iay)
= min { S Vipe pia) s p € Coy with Y0 < k< |p| pi & A}

where Cy , is the set of all paths p = (po, ... ,pjp|), with some length
Ip|, admissible for ¢ (that is q(pg,pr+1) > 0 for each 0 < k < |p|)
leading from z to y (that is po = = and pj,| = y).

Let A= {Ay,..., Ay} be the partition of A induced by the partition
S ={S51,...,Sn)} of £ associated to the relation ~

def

Vi<i<n(a) A= ANSYN=5Y

with ot
S,LN é‘Six...xSi
—_——
N times

We observe that for any 1 < ¢ < n(a) and z,y € A;, V(z,y) = 0.
Using this observation one can prove that for any z € A

Wa(2) = Wa(@) = min > Valy,2)

EGA(x) —z)€g

— min min Va(
z'€A geGal(z’) Z A y7
(y—z)€g

where V4 is the communication cost function defined by setting for
any x € A; and y € A; and 1 < 4,5 <n(a)

lp|—1

Valz,y) = min{ > V(pr,prt1) : pE€Cay, 0 <m <np <|pl,
k=0
voékgnla kaA’La Vnl<k<77'27 pkgAa

Vng <k <|p|, pr €A}
(35)
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As it is easily seen V4(z,y) does not depend on the choice of x € A4;
and y € A;. Another remark is that

W* =Wy =W3
and therefore the following implication holds for any subset H C A

IAN>0 : H A—stablewrt. Vi=—W*CH (36)

In other words Et converges in probability as t — oo to any A-stable
subset H C A with respect to V4. The technical trick now is to find
a critical size N(a,U) and a non negative constant A(a,U) such that
the subset U* N A is A(a, U)-stable with respect to V4.

To describe precisely N(a,U) and A(a,U) we need to introduce some
additional notations. By I'; ,, z,y € E, we denote the paths ¢ in F
joining x and y, that is

VO<i<lgl k(z,241) >0  q=2 qq=y

We will also note R(a) the smallest integer such that for every z,y € E
in two different classes there exists a path joining x and y with length
lql < R(a), namely

R(a) = max min min |q|
1<i,j<n(a) (zi,z;)€S: xS, g€l

It will be also convenient to use the following definitions
Aa = min{a(z,y) : x,y € E alx,y) #0}
6(a) = sup{a(z,y) : z,y € E}
and
AU = min{|U(2) = U(y)| : 2,y € E Ulx) # Uly)}
§(U) = sup{|U(x) =U(y)| : =,y € E}

To formulate precisely our convergence result we need the following
lemma.

Lemma 4.3 ([21]) For every x € A there exists a state y € U* N A
such that

Va(a,y) < (d(a) +6(U)) R(a)
For every z,y € A such that U(z) < U(y) we have

Va(z,y) > min(Aa, AU) N



Let us write et
Aa,U) =" (6(a) +6(U)) R(a)

and

N(a, f) < A, U)/ min(Aa, AU)

Using the above lemma one concludes that

N > N(a, f) = U*"NA is A(a,U) — stable with respect to V4
(37)

If we combine (36) and (37), with theorem 2.2 one concludes that

Theorem 4.4 ([21]) There exist a constant Cy (which can be explic-
itly described in terms of V') such that if N > N(a,U) and if 8(t) takes
the parametric form B(t) = % logt for sufficiently large t and C' > Cj
then

nm]P(EteU*mA):1

t—oo

5 Refinements and Variants

The research literature abounds with variations of the genetic algo-
rithm described in section 2. Each of these variants is intended to
make the selection and/or the mutation more efficient in some sense.
The convergence analysis of all these alternative schemes is far from
being complete. We also emphasize that these variations come from
different sources of inspiration. Some of them are strongly related to
traditional weighted re-sampling plans in weighted bootstrap theory
(see [4] and references therein). Another source of inspiration was pro-
vided by branching and interacting particle system theory. The aim of
this section is to introduce the reader to these recently established con-
nections between branching and interacting particle systems, genetic
algorithms, simulated annealing and bootstrap theory.

We begin our program with an alternative genetic algorithm which
transitions are obtained through choosing randomly at each step the
selection or the mutation transition. This variation has been presented
for the first time in [21] to improve the convergence results of the clas-
sical genetic algorithm studied in section 4.

We will use the general methodology presented in section 2.2 and the
test set approach of section 4 to prove that the corresponding genetic-
type algorithm converges towards the set of the global minima of a
desired numerical function. These results can be found with complete
proof in [21]. We will give some comments on how these results im-
prove the one of section 4.

The second variation has been presented in [27] for solving non lin-
ear filtering problems. The main difference with the classical genetic
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algorithm of section 2 lies in the fact that in the former the muta-
tion kernels also depend on the fitness function. The corresponding
mutation transition has in fact a natural interpretation in non linear
filtering and it can be regarded as a conditional transition probability.
By reference with non linear filtering we will call this kind of mutation
a conditional mutation.

We end this section with a brief presentation of several branching ge-
netic type algorithms. These branching strategies are strongly related
to weighted bootstrap techniques [4].

There are many open problems concerning these variations such as
finding a way to study the convergence in global optimization prob-
lems.

5.1 Random Selection/Mutation Transitions

The setting here is exactly as in section 2.2 and section 4 but the
genetic type algorithm is now described by the transition probability
kernels

Qs = Q(gl) + o Q(;) ar+az=1 (a,a2 €(0,1))

Returning to the definition of QS) and Qg) given in (4.1) and (31)
and using the same notations as in there one concludes that Qg has
the same form as in (11)

Qp(z,2) = Z Qslz,v,2) e V(@,0,2)
veV

with V = {1,2} and for any v € V

G(r,v,y) = Op(e,0,9) Gavy)  Oplz,v,y) =05 (2.y)
Q(z,v,y) = onq®(z,y) V(w,v,y) =V (z,y)

To clarify the presentation we use the superscript (~) to denote the
communication cost function V, the critical height constant C arising
in theorem 2.2 and the virtual energy function W associated to the
transition probability kernels Qg. From the above observations and
theorem 2.2, choosing 3 of the form

B(t) = % logt where C > Cy

for t sufficiently large, yields that the canonical process

(@, P, (F¢)t>0, (&)t>0)
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associated to the family of generators
Ly = Qe — 1d

converges in probability to the set of the global minima W* of the
virtual energy V associated to Qg and defined as in (32) by replacing
the communication cost functions V by V where

V(z,y) = min {V(”)(x,y) ;veV, ¢(r,y) > 0}

By the same test set approach we used in section 4 the technical trick
here is to find a critical size ~(a U) and a non negative constant
)\(a U) such that the subset U* N A is A(a, U)-stable with respect to
V4, where VA is defined as in (35) by replacing the communication
cost function V by V. In this setting the analogue of lemma 4.3 is the
following

~

Lemma 5.1 ([21]) For every x,y € A such that U(z) > U(y) we
have

Va(z,y) < é(a) R(a)
For every z,y € A such that U(z) < U(y) we have

Va(x,y) > min(Aa, AU) N
Now, if we write
Ma,U)=6(a) R(a) and  N(a,U) = Aa,U)/ min(Aa, AU)
one concludes that
N > N(a,U) = U*NA is Aa,U) — stable with respect to V4

Using the same line of arguments as in the end of section 4 one gets
finally

Theorem 5.2 ([21]) If N > N(a,U) and if 5(t) takes the parametric
form B(t) = L logt for sufficiently large t and C > Cy then

lim P (gt cU* N A)

t—o00

Several comments are in order. The first remark is that in contrast to
A a,U), the constant A(a,U) does not depend any more on U. Fur-
thermore the critical population size N (a,U) does not depend on §(U).
In addition, the bound

Ma,U) > a,U)
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seems to indicate that it is more difficult for the algorithm associated
to the communication cost function V' to move from one configuration
to a better one. This observation also implies that for the critical size
values we obtained we have that

N(a,U) = <1+%) N(a,U) > N(a,U)

Let us see what happens when our this alternative genetic type model
specializes to the case where the state is

EZ{—L—H}S S =[-n,n)? p>1

and the fitness function U is given by

U) = > Towa(s)a(s)+ Y h(s) z(s)

SES S’'EV; sES
where Z; ¢, h(s) € Z, and
VseS Vi={seS : |sp—s| <1, 1<k<p}

Let k be the Markovian mutation kernel on S given by

k(z,y) = ﬁ Ly (v)

with
V() def {yeE : Card{s €S : z(s) #y(s)} <1}

Suppose that the function a is given by
a(z,y) = (1-1.(y) Yy €E
Then, one can check that

R(a) < max min |¢q| = card(S) = (2n + 1)
T,y q€ECy y

and
d(a) = Aa) =1

Let Zs s and h(s) be chosen so that AU > 1 and let N be an integer
that N > (2n + 1)?. The above theorem shows that N individuals
will solve the optimization problem when using the genetic algorithm
associated to Qg.
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5.2 Conditional Mutations

We now present some genetic-type variants arising in non linear fil-
tering literature (see [12, 20] and references therein). For the sake of
unity and to highlight issues in both non linear filtering and numerical
function analysis we place ourselves in the abstract setting of section 2
and section 3.

The first variation is based on the observation that the distribution
flow {7, ; n > 0} is solution of a measure valued dynamical system
defined as in (5) by replacing the transitions K,, and the fitness func-
tions g, by the transitions IA{n and the fitness functions g,, defined for
any f € By(E) by setting

= def. Kn(gnf)

More precisely one can check that

and G, < Ko(gn)

o= Pp(fp-1), n>1 (38)
with def
~ of. = ~
Qn(n) = Vn(n) Ky
and

~ def. M(Gn f)

As in section 2.1 we can associate to (38) an N-interacting particle
system {(, ; n > 0} which is a Markov chain in EV with transitions

]P(Cn+1€dx|<n:y HCIDnJrl(NZd ) daj‘p TLZO

and initial law 7o = W(np), where as usual dz ©f gl x oo x daN
is an infinitesimal neighborhood of the point = = (z!,... ,2%) € BV,
y=(y',...,y") € EN. Arguing as in section 2.1 it is transparent that
this transition is decomposed into two separate mechanisms, namely
for each n >0

def. N Selection ~ gef. N Mutation
Cn:(n""7< ) C’ﬂ: <<n77< -—>Cn+1~

The selection transition is now defined by

N N
IP(gneda:Kn:y):pl:[ g Ni ; o 8, (da”)



and the mutation step

P (gnﬂ e dx

N
Zjn = y) = H I?n+1 (yp,dﬂﬁp)
p=1

We emphasize that in contrast to the latter genetic model this genetic
particle scheme involves mutation transitions that depend on the fit-
ness functions. The study of this variant has been initiated in [27],
large population asymptotic are described in [24] and [20].

5.3 Branching Genetic-type Algorithms

We end this section with a brief description of branching and genetic-
type variants presented in [20]. Here again we place ourselves in the
abstract setting of section 2 and section 3.

All these branching strategies are based on the same natural idea.
Namely, how to approximate an updated empirical measure of the
following form

1 o S gn(&l)
k2 <_Z 6@-) =Y v g (39)
N ™ o 2o gn(&n) T
by a new probability measure with atoms of size integers multiples of

1/N7? In the genetic algorithm presented in section 2.1 this approxi-
mation is done by sampling N-independent random variables

(& ;1<i<N}

with common law (39) and the corresponding approximating measure

is given by
N

1 & M
V3

i=1 =1

where

(M, ..., M) “< Multinomial (N, W}

e W
and forany 1 <i< N

9n(&n)
Z;'v:1 9n(&h)

Using these notations the random and IN-valued random variables

i def.
W, =

(M}, M)
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can be regarded as random numbers of offsprings created at the posi-
tions (¢1,...,&N). The above question is strongly related to weighted
bootstrap and genetic algorithms theory (see for instance [4] and refer-
ences therein). In this connection the above multinomial approximat-
ing strategy can be viewed as a Weighted Efron bootstrap.

Let us present several examples of branching laws The first one is
known as the Remainder Stochastic Sampling in genetic algorithms lit-
erature. It has been presented for the first time in [2, 3]. From a pure
practical point of view this sampling technique seems to be the more
efficient since it is extremely time saving and if the branching particle
model is only based on this branching selection scheme then the size
of the system remains constant.

In what follows we denote by [a] (resp. {a} = a — [a]) the integer
part (resp. the fractional part) of a € RR.

1. Remainder Stochastic Sampling
At each time n > 0, each particle !, branches directly into a fixed
number of offsprings

M, INWE O VI<i<N
so that the intermediate population consists of N,, def. Zivzl M;
particles. To prevent extinction and to keep the size of the sys-

tem fixed it is convenient to introduce in this population N,
additional particles with

N N N
Ny SN =Ny = SONW - SUINW] = S {NW)
i=1 =1

=1

One natural way to do this is to introduce the additional sequence
of branching numbers

(M;,... ,M;f)

_ 1 N
4 Multinomial <Nn, ]éNW”} rrRER ]\{[NW" } 2 )
(10)

More precisely, if each particle £/ again produce a number of M}l
additional offsprings, 1 < i < N, then the total size of the system
is kept constant. R

At the end of this stage, the particle system &, again consists of
N particles denoted by

g = ¢
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with

k—1 k—1
1<k<N, M o+1<i<S M, + M
=1 =1
and for
k—1 k—1 B ~
I<k<N, Y M,+1<i< L Mk
=1 =1
gﬁn-‘ri _ gk
n n

The multinomial (40) can also be defined as follows
Mf:Card{lngNn;Z:gk} 1<k<N

where (£},...

common law

,é,ff) are N,, independent random variables with

N

(NWiY
;zf’zl (N

. Independent Branching Numbers

In the next examples the branching numbers are, at each time
step, independent one of each other (conditionally on the past).
As a result the size of the population at each time n is not fixed
but random. The corresponding branching genetic type algo-
rithms can be regarded as a two step Markov chain

Branching ~ ~ _ Mutation

(ngn) I (Nn7§n) —— (Nn+1a€n+1) (41)

with product state space & = |J,,.y({a} x £<) with the conven-
tion E* = {A} a cemetery if & = 0. We will note

F={F,F, : n>0}
the canonical filtration associated to (41) so that
Fn - ﬁn - Fn+1

(a) Bernoulli branching numbers
The Bernoulli branching numbers were introduced in [11]
and further developed in [12]. They are defined as a sequence
M, = (M}, 1 <i < N,) of conditionally independent ran-
dom numbers with respect to F,, with distribution given for
any 1 <7< N, by

{N WY i k=[N, Wi]+1

P(M"k'F”){ L= {NJWE} i k= [N, W]
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In addition it can be seen from the relation

Nrn

S (VW) = N,

i=1

that at least one particle has one offspring (cf. [11] for more
details).

Therefore using the above branching correction the particle
system never dies.

It is also worth observing that the Bernouilli branching num-
bers are defined as in the Remainder Stochastic Sampling by
replacing the multinomial remainder branching law (40) by
a sequence of N, independent Bernouilli random variables

(M}L, . ,M,JIV) given by

P(MM =1|F,) =1— P(M} = 0|F,) = {N, W}

Poisson branching numbers:

The Poisson branching numbers are defined as a sequence
M, = (M, 1 <i < N,) of conditionally independent ran-
dom numbers with respect to F;, with distribution given for
any 1 <i < N, by

(NnW,)"

k>0 P(M, = k|F) = exp (-NaWy) ==

Binomial branching numbers:

The binomial branching numbers are defined as a sequence
M, = (M}, 1 <i < N,) of conditionally independent ran-
dom numbers with respect to F;, with distribution given for
any 1 <7 < N, by

Nn

P(M! = k|F,) = ( 0

) vk e

for any 0 < k < N,

The previous models are described in full details in [12]. In partic-
ular it is shown that the genetic algorithm with multinomial branching
laws arises by conditioning a genetic algorithm with Poisson branching

The law of large numbers and large deviations for the genetic model
with Bernouilli branching laws are studied in [12] and [14]. The con-
vergence analysis of these particle approximating schemes is still in
progress.

38



6 Continuous time Genetic Algorithms

We shall now describe the continuous time version of the genetic algo-
rithm discussed in section 2. This particle algorithm has been intro-
duced in [23] for solving a flow of distributions defined by the ratio

_ %(f)
7(1)

where v;(f) is defined through a Feynman-Kac formula of the following

o ) = (1) e ([ t v.x)ds) )

where {X; ; t € R4} is a cadlag and time in-homogeneous Markov
process taking values in a Polish space E and {U; ; t € R} is a mea-
surable collection of locally bounded (in time) and measurable non-
negative functions. Here we merely content ourselves in describing the
mathematical models of such particle numerical schemes. The detailed
convergence analysis as the size of the system tends to infinity can be
founded in [20] or [23]. In order to illustrate the idea in a simple form
we will also make the sanguine assumption that X is a time homoge-
neous Markov process with initial law 7, its infinitesimal generator is
a bounded linear operator on the set on bounded Borel test functions
By(E) and U; = U is a time homogeneous function. The interested
reader is referred to [20] for a more general presentation including Rie-
mannian or Euclidean diffusions X.

m(f) VfeBy(E) teRy (42)

To motivate our work we also mention that the Feynman-Kac model
(42) has different interpretations coming from quite distinct research
areas. Firstly it can be regarded as the distributions of a random par-
ticle X killed at a given rate and conditioned by non-extinction (see
for instance [48]). Secondly the previous Feynman-Kac formula may
serve to model the robust version of the optimal filter in non linear
filtering settings (see [20] and [23]). Finally, as pointed out in [20], the
ratio distributions (42) can also be regarded as the solution flow of a
simple generalized and spatially homogeneous Boltzmann equation as
defined in [36, 44].

As for the discrete time models discussed in section 2.1 and section 3
one of the best way to define the genetic particle approximating models
of (42) is through the dynamical structure of (42). By definition one
can easily check that for any bounded Borel test function f € By(E)

d

o () = ne(L(F) +ne(fU) = ne(F)ne(U) = me(Lo, (f))  (43)
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where L,, for any fixed distribution  on FE, is the bounded linear
operator on By(F) defined by

Ly(f)(x) = L(f)(=) +/ (f(z) = f(2)) U(2) n(dz) (44)

As its discrete time analogue (20), we want to solve a nonlinear and
measure valued dynamical system (43) and the associate generator L,
is decomposed into two separate generators.

To highlight the quadratic nature of (43) and the connections with
spatially homogeneous Boltzmann equations we also notice that (43)
can be rewritten as

d

at 77t(f) = m(L(f))

%/ ne(dx) ne(dy)
x ((f(z*) = f(@) + (f(y*) = f(v))) Q (z,y;dz*,dy*)

with
Q (x,y; ) = U(y) 5(y,y) + U(Z) 5(1‘71‘)

In the first section 6.1 we discuss a Moran-type particle approximation
of the Feynman-Kac formula (42). In section 6.1.2 we also give an
illustration of the semi-group techniques introduced in [20] for proving
useful convergence results as the size of the population tends to in-
finity including central limit theorem and exponential bounds. In the
final section 6.2 we propose a branching and interacting particle ap-
proximating scheme. To the best of our knowledge this branching-type
particle approximation of the Feynman-Kac formula (42) has not been
covered in the literature. We will also give the connections between
this particle scheme and the previous Moran particle model.

6.1 A Moran Particle Model

6.1.1 Description of the Model

As traditionally, starting from a family {£, ; n € M (E)}, we consider
an interacting N-particle system (£;)¢>0 = ((€1, ... ,&Y))i>0, which is
Markov process on the product space EN, N > 1, whose infinitesimal
generator acts on bounded Borel functions f : EV — R by setting for
any x = (21,... ,on5) € BN

N ] def 1 N
L@ =Y L (DE)  with m(@) L 37 b,
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and where the notation G have been used instead of ¢ when an
operator G on By(E) acts on the i-th variable of f(z1,...,zy). This
abstract and general formulation is well known in mean field interacting
particle system literature (the interested reader is for instance referred
to [44] and [50] and references therein).

Taking into consideration the definition (44) we get

L=L+L (45)
where
L(f)(x) =) LO(f)(x)
i1
and
. N - 1
L) =33 (fa) = @) £ Ulay)
i=1 j=1
and where for 1 < i,j < N and z = (z1,--- ,zn) € EN, 29 is the

element of EN given by

Vi<k<nN, 2 = { e kA

x; ,ifk=1i
In order to describe more explicitly the time evolution of the EN-
valued Markov process {&; ; t > 0} with infinitesimal generator L it is
convenient to write (45) as follows

L@ = ED@ M) [ 5w - Fe) Ow.dy)
= LP@ X [ )~ f@) Qady)  (40)

with
N ~
Az) =Y Ulw)=Nm@)(U) and X=N|U|
1=1
and
N

Q) = 3 s S (@)

(1 — m(x) (%)) 6z (dy) +m(x) (%) Q(x, dy)

The construction of {& ; ¢t > 0} on an explicit probability space is
now classical (see for instance [23] or [31]). For the convenience of the

~

Q(z, dy)
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reader we propose a basic construction based on the second decompo-
sition (46).

Let {X®9(a) ; (k,i) € N? a € E} be a collection of independent
copies of {X(a) ; a € E} where for any a € E, X(a) denotes the
process X starting at a. Let {T ; k € N} (Tp = 0) be a sequence of
independent and identically distributed random variables on R4 with
common exponential law with parameter N ||U]|.

The random times {Ty ; k € IN} (Tp = 0) will be regarded as the
random dates at which competitive interaction occurs. The initial
particle system & = (&,...,&Y) consists of N independent random
variables with common law 7.

1. Mutation :
Between the dates Tj_1 and T} the particles evolve randomly
and independently according the law of the time-inhomogeneous
Markov process X. That is for any 1 <i < N

g=xM_ (¢h.)), Vel Tl k=1

2. Competitive Selection :
At the time t = T}, &7, = (E%k, e ,§JT\2) is an EN-valued random

variable with law O (kaf, )

The important difference between this Moran-type particle model and
the classical one is that for the former N-particles system, the total
rate of selection jumps A is of order IV, while for the classical N- parti-
cle Moran model it is of order N2. It is that difference of scaling, with
comparatively less frequent selections, which enables us to end up with
a deterministic process in the limit.

Furthermore, even if we would have multiplied by N the rate of selec-
tion, the limit exists (as a right continuous measure valued stochastic
process) only if the weight of replacing the particle ¢! by the particle
& is symmetrical in & and &, condition which is not satisfied here,
since due to the fitness functions, its value is U;(£])/N. In our case
more frequent selections would oblige the limit measure-valued pro-
cess to jump instantaneously from a probability to another one better
suited for the maximization of U. In fact, an asymmetrical weighted
sampling needs a selection total rate of order N (this can be deduced
from the calculations given in the section 5.7.8 of [15]), if one wants
to end up with a bounded selection generator. Then one can add the
natural non-weighted sampling selection (cf. section 2.5 of [15], or more
generally, any other symmetrical weighted sampling selection) with a
total rate of order N2, to obtain in the limit a Fleming-Viot process
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with selection, as it is defined directly in the level of measure valued
process (and not at the particles system approximation level) in the
section 10.1.1 of [15] (or more generally p. 175 of this review).

6.1.2 Asymptotic Behavior

The interpretation of the distribution flow {n; ; ¢ > 0} in terms of the
limit of the empirical measures

der. 1 o

N def.

Ny = Nzégi (47)
i=1

as N — oo is given in [20, 23] including central limit theorem and
exponential bounds, see also [36, 44] for an alternative approach using
coupling techniques. To see that (47) is a reasonable approximation of
7 observe that for any bounded Borel function ¢ € B, (FE) if

N
Fonsosan) L3 le)
i=1

then for any = = (x1,... ,2x5) € EN

L(F)(@) =m(x) (L) (#))

Our aim is now to give some comments on the semi-group approach
presented in [20] to study the asymptotic behavior of n{¥ as the popu-
lation size N tends to infinity.
Under our assumption it is well known (see lemma 3.68, p 446 in [38])
that for any bounded Borel test function f € By(EY) the stochastic
process

def.

M) L (&) — f(&o) — / L(F)(E) ds

is a square integrable martingale and its angle bracket is given by

M) = [ T AE) ds
0
where T is the “carré du champ” associated to £
VfeBy(EY),  T(f,f)=L(f*) —2f L(f)

Using the decomposition (45) and the definition of £ and £ it is easy
to establish that

U(f, /) =T(f. )+ (/. f)
with

D(f, f)=L(f?) —2f L(f)  T(f. f)=L(f>) —2f L(f)
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and if f € By(E"Y) is chosen so that

f(@) = m(z)(p)
for some ¢ € By(E) then

P AE = 5 m) (Tolee).
with
Lr(p,9) = L(¢®) — 2¢ L()
and

B N@) =+ mi@) (- m)e)* U +m)©))
Using these notations one concludes that

dnY (@) = npY (L () dt + dMy(f)
with
Cy 9
(M)l < 57 llell®s Cr<oo WE20

One can use this result to check that the sequence of distributions
{n} ; t > 0} is weakly compact and any weak limit point is concen-
trated on the set of solutions of (43). Using the continuity of the angle
bracket and the construction of & one can check that there exists some

finite constant C] < co such that the jumps AM;(f) of the previously
defined martingale are bounded by Cj|¢||/N, that is IP-a.s.

C/
AM(P] < 2 gl
Let us recall a classical exponential inequality for martingales M; start-
ing at 0 and whose jumps are bounded uniformly by a €]0, co[: for all

b
O<e<—-—andt>0
a

2

P sup |[Mg|>e, (M);<b]<2 exp—e— (48)
s€[0,¢] 4b

This inequality may be established using calculations from the sec-
tion 4.13 of [43] (see corollary 3.3 in [47]). Now, if we apply this
inequality to the martingale M;(f) one obtain the following result

Proposition 6.1 For any bounded Borel test function ¢ € By(E) and
T >0 and 0 < e < |p| we have that

P (supeo.r) 1 () = 1 (9) = fo n (Lo () ds| > €)
<9 Née?

S
RO

for some finite constant C(t) < co.
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To get some more precise estimates we proceed as in discrete time
settings. We start by noting that

(1) = exp /0 ne(U) ds

and therefore for any ¢ € By(E)

() = m(p) exp / ns(U) ds

As in section 3 we introduce the N-approximating measures

t
def.
Y (@) = 0 (p) exp /O nY (U) ds

On the other hand using the Markovian property of X we observe the
simple but essential fact that

Y (p) = 75 (Ke—s(9))

where {K ; 7 > 0} is the semi-group defined by

Ve € By(E), (KTw))(m)lE(sa G e [ " U(X(@) ds)

where {X,(x) ; 7 > 0} is the time homogeneous Markov process with
infinitesimal generator L and starting at x € E. From this simple
observation one concludes that for any fixed 7" > 0 and for any ¢ €
[0,T], x € E and ¢ € By(E)

d

51 (Er=t(9))(2) = —L(E1-t(9))(2) = U(2) (Kr-t(9))(2)

By definition of 4V (1) and using the same kind of arguments as before
one can check that the stochastic process

def.
Mi(p,T) S VN (3 (Br—i(9)) =0 (Er(9))), 0<t<T
is a martingale and its angle bracket is given by

(M, 1))
_ /O AN ) (Y CL(Kr-s(0), Kr—s(9)) +

i (Kr-u0) = (Kr-(0)* (U + 0¥ (©))) } ds
(49)
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Recalling that v (Kr_:(¢)) = vr(¢) = v (Kr(p)) and v5 = ng',
Yo = Mo one concludes that

Y (Kr—i(9)) — v (Kr—i(9))

=0l (Kr(p)) — 1m0 (Kr()) + \/} My(p.T)

(From which it becomes clear that

Proposition 6.2 For any N > 1 and for any bounded Borel test func-
tion ¢ € By(E) we have that

E (v () = vr(9)
and
PO )
VN

for some finite constant C which do not depend on the test function.

E (4 (¢) —11(#)°) (50)

Using the same line of arguments as the one we used in discrete time
settings (see section 3) it is possible to obtain central limit theorems
for the N-approximating measures v~ and n¥ as well as errors bounds
for the total variation distance. For instance using the decomposition

_ (@) 7
w1 ar) (51)

- (1) ((’Y]TV(W - ’YT(<P)) + nJTV(ga) (’YT(l) _ ’Y]Tv(l)))

and (50) one gets the following result.

nr () —nr(p)

Proposition 6.3 For any N > 1 and for any bounded Borel test func-
tion ¢ € By(E)

1/2

B (@ -mr0)?)" < o

for some finite constant C which do not depend on the test function.
Using the decomposition (51) and proposition 6.2 one obtain that

E (Y (p)) ~nr(e) = B ( i () (1 - ﬁ((ll))))

N
(1) ) )
E N(p) — (1 —
Thus, a simple application of Cauchy-Schwartz’s inequality yields that
for any test function ¢, ||| <1,

B (0 () = nr(9)] < =
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for some finite constant Cr which only depends on the time parameter
T. By exchangeability of the particles and the definition of the total
variation distance of probability measures this implies that

Cr

[ Law (&) = nellev < N

Finally, as the form of the angle bracket (49) indicates one can prove
the following result

Theorem 6.4 ([20]) The sequence of random fields

UN(H) S VN (D) =), feByB)

converges in law as N — oo, in the sense of finite distributions, to a
centered Gaussian field {U,(f); f € Bo(E)} satisfying

E (Ur(f)?) =m0 ((Kr(p) = m(Kr(2))?)
+ / (1) {0 (Co(Era(g) Kra(9)))

s (Kr—ol9) = m(Kr—s () (U +0s(U)) } ds

Arguing as in discrete time settings the previous fluctuation result
implies that the sequence of random fields

def.

W (f) = VN ) (f) —nr(f)),  f€BE)

converges in law as N — oo to the centered Gaussian field

Wr(f) < Uy (#(1) = nT<f>>) . feByB)

Finally, setting

Mi(T,9) L AN (Kr_i(9)) = (Kr(g)), 0<t<T

and using the same reasoning as before one can prove that for any
0<t<T

1 1
| <M(T,0) > [ < = Crllel®  and  JAM(T,¢)| < = Cr |||

for some finite constant Cr < oo. Thus the exponential bound (48)
implies that for any 0 < e < ||¢||

Ne?
P| sup WY (Ko — V(K >e| <2 exp——+-~+——
<tE[O,T] |,Yt ( T t(‘P)) Yo ( T(@))' ) C(T)||<P||2
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for some finite constant C(T") < co. On the other hand, using Hoeffd-
ing’s inequality we have that

P (17 (K7()) — 70 (K1 ()| > €) <2 eXP_%

for some finite constant C’(T") < co. If we combine these two bounds
one concludes that

P (SuPte[O,T] VY (Kr—t(9)) = v (Kr—(9))| > 6)
Ne?
max(C(T), C"(1)) (¢l

<4 exp—

and therefore

Ne?

P (InY (9) = me(9)] > €) < 4 N aRIPE

for some finite constant C"'(T") < oo.

Uniform convergence results are developed in [20, 22]. These papers
provide various stability conditions on the process X underwhich one
can find (as in discrete time settings, see page 23) some coefficient
a € (0,1/2) such that for any 1 <i < N

; C
sup [[Law(&;) — mellev < Na C <oo
>0

and, for any bounded Borel test function f, || f]] < 1,

N n1/P _ c(p)
vp > 1 ilzllglE(Mt (f) = ne(f)] ) < Ne

for some constant ¢(p) < oo which only depends on the parameter p.

6.2 A Branching Particle Model

We end this paper with a presentation of a novel genetic type model
based on branching selection transitions. To our knowledge this model
has not been covered by the literature and its convergence analysis is
still in progress. We also believe that the semi-group approach pre-
sented in [20] applies to study the convergence of this branching algo-
rithm to the distributions (42).

In contrast to the previous Moran-type genetic algorithm the size of
the population here will not be necessarily fixed but random. As a
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result the corresponding branching particle system will be regarded as
a continuous time process taking values in the state space

£ Uyso EP

with the convention EP = {A} a cemetery point if p = 0. The point
A will be isolated and by convention all bounded Borel test functions
f € By(E —{A}) will be extended to £ by setting f(A) = 0.

It will be also convenient to adjoin A to the state space E and we set
Exn = EU{A}. Again the test functions ¢ € B,(E) will be extended
to Ea by setting p(A) = 0.

The infinitesimal generator G of this branching scheme is defined by
G=G+G (52)

where for any f € By(€) and z = (x1,... ,2p) € EP, p>1
p
Gf@) =2 L))
i=1
and

with

Ma) =) Ul

i=1

the transition probability kernel Q on & given by

Qf(x) = / f(y) Qe dy)

_ %ﬁi}:{é‘mu@%m)swwhmg}g@@h@

i=1 ¢>0
where
(1, q,u) = (T1,- - s Tim1, Uy e v s Uy i1y -« -, Tp)
——
q times

and for any z € &, S(z, z;,du) and B(z,x;, q) are distributions on F
and on IN. In our construction the point A will be an absorbing point
in the sense that if the process started at A it will stay in A. Therefore
for p = 0 we will also use the convention ), = 0 and Q(A,{A}) = 1.
With this convention if p = 0 (i.e. © = A) we have that Gf(A) = 0
and Gf(A) = 0.
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The distributions S(z, x;, du) and B(z, x;, q) will be chosen so that
the following equality holds true

™ Blon) S(e) e = 3 L@
Z B(z,2:) S(e)(x, z)—; S, () plei)  (53)

for any ¢ € By(E) where B(z, x;) and S(¢)(x,z;) are defined by

B(x,x;) = Z q B(z,zi,q)

q>0

and

5(0) (@, ;) = /E S(e, 21, du) o(u)

We now make this condition more precise by noting that if f € By(E)
is defined for any = = (z1,...,2p) € EP,p>1, by

f@ =pmla)e)  where  m(@)= >3 b6 G4)

for some ¢ € By(E) then
G(f)(@) = p.m(@) (L) (¢))

To see this claim we first observe that for such a bounded test function
f and for any z = (z1,... ,x,) € EP, p > 1,

{ [ (aetw) — o) s<x,xi,du>} Bla,arq)
E
SN Bl a) (@) @a) o ) B, wi0)

Using (53) one concludes that for any « = (z1,... ,2,) € EP, p > 1,

> Ut (Z e w(wi)—m(w)(¢)>

By

=

=
I

= p- (m(z) (pU) = m(z) (¢) m(x)(U) )

Recalling that for any bounded test function f of the form (54) and
for any x = (x1,... ,2p) € EP, p > 1, we have that

G(Hx) =Y LYN)(@) =) Lp)(ai) = p.m(x)(L(p))

i=1 i=1
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one concludes that for any bounded test function f of the form (54)
and for any x = (z1,... ,zp) € EP, p > 1,

G(f)(x) = p.(mx)(L(p)) +m(z) (U) —m(z) (¢) m(z)(U) )

Along the same line of ideas as before it is possible to construct induc-
tively the branching (with interaction) particle system with generator
G. In contrast to the previous situation the size of the population is
not necessarily fixed and it will be denoted by N; at each time ¢, in
other words

& = (€1fla ) iNt)EENt

We also need to introduce a sequence {tj ; k > 1} of independent ran-
dom variables with a common exponential law on IR; with parameter
1. If we write {T} ; k > 0} the random times at which the competitive
branching interaction occurs the inductive description is as follows.
Initially Ty = 0 and the particle system & = (&, ..., (1)\70) consists of
Ny independent random variables with common law 79. The initial size
Ny is a non random integer and it represents the precision parameter
of the scheme.

Now we assume that we have defined the branching process up to time
Ti—1 (included) for some k > 1.

If Ny, _, = 0 the particle system dies and we let N; = 0 and & = A for
any t > T_1. Otherwise the mutation/branching selection transition
is defined as follows.

1. Mutation :
Between the dates Tj_1 and Ty the particles evolve randomly
and independently according the law of the time-inhomogeneous
Markov process X. That is for any 1 <¢ < Np,_,

& = Xﬁﬁ,l («Eh,l) Vt € [Ti—1, Tk

where Ty, = T;_1 + 71 and 7 is defined by setting

e [T (ke () )

Ti-1

(recall that t; is a random variable with exponential law on R
with parameter 1). During this stage the size of the system re-
mains constant and we set

Nt = NTk—l Vt € [Tk—I; Tk[

2. Competitive branching selection :
At the time t = Ty, alabel 7 is chosen uniformly on {1,... , N, ,}
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and the particle with label ¢ dies and is replaced by a random
number of offsprings q,i with law

B (ka—7§’§’kfa ')

and independently, these offsprings are randomly given a location
ul with law _

S (ngf,f'%k,, )
At the end of this stage the particle system &7, is defined as

, , - N

1 -1 1 Ty
§r, = (ET—r - &y s Uhs oo+ 5 U th—""’ng—k Y
%,_/

g times
and the resulting population size is defined as
N, = (NTk—l - 1) + qi

Let us give some examples of branching selection laws satisfying con-
dition (53). We assume that = (z1,...,x,) € EP for some p > 1.

1. If B(z, 2, .) and S (z,x;, .) are defined by

B(z,z;,.) =01
and
S(I,xi,.):zp: Mém (55)
J=1 k=1 Uxr) 7
then, since for any ¢ € By(E) and 1 < i <p
P
B(x,z;) =1 and S(p)(x,z;) = ; % o(xj)

condition (53) clearly holds. This example corresponds to the
Moran-type genetic scheme presented in the previous section. In-
deed, in this situation we clearly have for any f € B(£) and for
any = (z1,... ,2p) € EP, p>1,

(f)

> U(xk)>

k=1

Q)

x)

zp: zp: ( 1]) (:c)) pU(xj)
i=1 j=1 Z U(x)

ii( 20) = f(2)) Ulay)

i=1 j=1

RS

’6I>—‘
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where for 1 < 4,5 < p and = = (z1,--+ ,z,) € EP, 249 is as
usual the element of EP given by

i,j x , ifk#£14
Vi<k<p, o) = {f ifk;fi
J ’ -

2. If B(z,z;,.) and S (z, z;, .) are defined by

S(z,zi,.) =6,  and E(x,xi):%

then for any ¢ € B,(E) we have S(¢)(x,z;) = ¢(x;) and condi-
tion (53) is again met. In this situation the size of the population
may not be fixed. To highlight the connections with the discrete
time branching schemes presented in section 5.3 the reader may
check that condition (56) holds for the Bernoulli and Poisson
branching laws

(56)

B(z,z;,.)

— (1= {Bw,2)}) (e () + B2} Lgioaor ()
and

B(z,x;,.) = e~ Blw,xi) Z 7(8(‘2'%))(] 14(.)

q>0

We recall that [a] (resp. {a} = a — [a]) the integer part (resp.
the fractional part) of @ € R.

Now we return to the probabilistic analysis of this branching particle
model. We have study the asymptotic behavior of this scheme but the
corresponding publication still isn’t ready. For the convenience of the
reader, here we only formulate a few basic result to illustrate how the
methodology used for the Moran type genetic algorithm can be used
in this more general framework. As usually we start by noting that for
any bounded Borel test function f € By,(&) the stochastic process

Mi(f) S f(&) — (&) — /0 G()(&s) ds

is a local martingale and its angle bracket is given by

t
M= [ T ds

0
where T is the “carré du champ” associated to G

L(f, /) =G(f*) —2f G(f)
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Now, using the decomposition (52) and the definition of G and G one
can check that

U(f, /) =T, ) +T(f. f)
with
D(f, f)=G(f2) —2f G(f)  T(f.f)=G(f*) —2f G(f)

If f € By(€) is chosen so that for any z = (z1,... ,2p) € EP, p > 1,
and for some ¢ € By,(E)

f(z) = p.m(z)(p) (57)

then for any = = (x1,...,2p) € EP, p>1,

T'L(e,¢) = L(¢*) — 20 (L(¥)),

2@ =Y [ (ap) — p(@))? Sz, du) Bl wi,q)

Let us notice that if distributions S(z,x;,du) and B(z,xz;,q) are de-
fined by (55) then for any = = (x1,...,2,) € EP, p > 1, we have
that

P(f @) =pm(@) (0 = ml@)(@)* (U +m(@)U))
and if these distributions satisfy (56) one gets that
L(f, f)(@) = pm(2)(U).m(x) | ¢* > (a—1)° Blx,.,q)
q>0

In contrast to the previous Moran type genetic model the carré du
champ corresponding to the selection procedure is not necessarily bounded
and we need to introduce some auxiliary assumption on the mass vari-
ation of the systems, namely we will assume that

sup m(x) | Y ¢® B(z,.,q) | <o
zel 4>0
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In the special case where the test function f is given by (57) we have
that the stochastic process

Ny

m(E) (@) — No mi(o)(p) — / Ny (&) (Lnerg) ds, 120

is a square integrable martingale. Of course, if ¢ = 1 this implies that
the total mass process {N; ; ¢t > 0} is a square integrable martingale
starting at Njp.
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